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Abstract. This work focuses on temporal adaptivity for phase-field fracture problems. The
methodology requires a space-time formulation and utilizes a space-time Galerkin finite element
discretization for the governing phase-field equations. Then, goal functionals (i.e., quantities
of interest) are introduced. The computational implementation of goal-oriented error control
employs the dual-weighted residual method in which an adjoint problem must be solved. As
the analysis is quasi-static, without a temporal derivative, the adjoint problem of the quasi-
static primal problem decouples in time. Nonetheless, time-averaged goal functionals can also
be considered. The temporal errors are localized using a partition of unity, which allows one to
adaptively refine and coarsen the time intervals in the space-time cylinder. Numerical tests are
performed on a single edge notched tensile test to investigate the quality of the proposed error
estimator.

1 Introduction

Modeling fracture problems with a phase-field approach is currently of great interest [/1, 6-8|,
13,17, 29]. One characteristic feature (besides several others) in many numerical and practical
examples is that fractures often first initiate or slowly develop from a given location, and then
grow fast or brutally. This behavior naturally calls for different time step sizes in order to keep
the computational cost reasonable while ensuring a certain accuracy of the numerical solution.
Besides ad-hoc choices and a priori information for choosing the time step sizes, heuristic error
estimators or mathematically derived a posteriori error estimators may be employed. Clearly,
the last mentioned class of error estimators usually performs best as it is derived by taking the
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mathematical structure of the governing equations into account. Yet, these developments are
often costly in terms of derivation, implementation, and verification.

As previosuly mentioned, the topic of this work is on temporal error estimation. In terms of
phase-field fracture, the following studies have been made so far. The quality of the step size
was based on a stability analysis for explicit time discretization in rate-dependent phase-field
fracture [30]]. Step sizes were controlled based on the number of Newton iterations needed in the
previous step [18] or the slope of the energy curve of sub-steps [14]. Very recently, the so-called
Efendiev & Mielke scheme was applied to phase-field fracture [21]], and finally a goal-oriented
heuristic error estimator was developed [28, Section 9.6].

The objective of the present study is to develop an a posteriori goal-oriented temporal er-
ror estimator, which is employed after error localization for adaptive temporal refinement and
coarsening. One successful possibility is to use the dual-weighted residual method [4]. Therein,
an adjoint problem must be solved, which is linear, but running backward in time. A spe-
cific characteristics of phase-field fracture is that two PDEs couple, namely, displacements and
phase-field variable, where the latter is subject to an inequality constraint in time. The overall
problem is a coupled variational inequality system [28]. Thus, developing goal-oriented er-
ror control with the dual-weighted residual method requires some care and ideas can be taken
from early works [19,|24] as well as recent ones for spatial goal-oriented adaptivity with phase-
field [26, [27]. More specifically, one starts from a space-time formulation in a space-time
cylinder. This formulation allows Galerkin finite elements to be employed in space and time,
where the latter is of interest; the reason being that one can use a posteriori estimates known for
finite elements and apply them to the temporal direction. Such space-time estimates with the
dual-weighted residual method are known for full space-time adaptivity [5, 22,23, [25] (not yet
phase-field though), and more specifically for temporal adaptivity, let us mention Refs. [9, 15|
16].

The outline of the paper is as follows. In Section[2] the space-time formulation of phase-field
fracture is introduced. Section[3addresses the finite element discretization of the weak form and
Section [ gives an overview of the dual-weighted residual method, which is used to construct
the goal-oriented error estimator. The partition-of-unity localization of the error estimator is
given in Section [5] The performance of the error estimator and the temporal adaptivity are
studied in Section

2 Space-Time Formulation of Phase-Field Fracture

For the space-time formulation of phase-field fracture in a weak form, some basic notations
and required spaces are introduced. Throughout this paper,  C R? is considered to be a
bounded domain and Z = (0, 7") is considered to be a compact time interval, such that 2 x Z
forms the space-time cylinder. Further,

Hp(GRY) = {u e H'(Q,RY) : u|r, =0with['p C 90},
V= H},(Q;RY) x HY(Q),
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and
X = {U = (u,p): U € L(Z,V), 0 € L2(Z, HY(Q)*) and o satisfies

the weak irreversibility condition (9,0, 1)qxz < 0 for all ) € L*(Z; H 1(9))},

where

(U, V)axr :://U-dedt.
zJa

Last, the weak form can be formulated as follows. For given initial values Uy = (uq, @o) € V,
find U = (u, ¢) € X such that it holds for = := {0, ¢}

AU)P—E)>0 VO := (% ¢%) € X, (1)

AU)(®) = (9(T(¢))o " (u) + a7 (), &(") 7 + (1 = £) (po* (u) : e(u),67), ,

G.
+ = (1= 0.0)g,z+ Gl (V, V6 ) o1

and T'(¢) is an approximation of .

3 Discretization

The space-time cylinder €2 x Z is discretized using tensor-product space-time finite elements.
Piecewise constant functions are chosen in time. Due to the discontinuous discretization in time,
the primal problem is solved using a time-stepping scheme. In space, an H' conforming dis-
crete space X, C X consisting of biquadratic functions on quadrilateral elements is introduced.
Therefore, the extrapolation as well as the active set method [11] are chosen for the approxi-
mation 7'(¢), and as a solution algorithm for the inequality in Equation , respectively. Let
A = A(t) be the active set at time ¢ € Z and Z;, = (0,&) € A}, one can replace X, in

Equation () by
IC“E“h (t) :=A{Up = (un, on) € Vi : pn(x,t) = & (x, t) for almost all z € A(t)}

and the time discrete problem to be solved at each time ¢, reads as follows. For given =1 :=
{0, pnr—1} € Vi and active set A, find Uy, = (unk, oni) € IC“E“M (tx) such that it holds

A(Unie)(®Pri) =0 Yy, := (@i, d) € K (1) 2)

4 Dual-Weighted Residual Error Estimation

In this section, given a target functional J : X — R, the evaluation of the temporal error
J(Up)—J(Upy) is investigated, where Uy, is the semi-discrete spatial solution. One notes that U},
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is assumed to be sufficiently accurate in order to neglect spatial discretization errors. Following
Ref. [4]], a constrained optimization problem is formulated

min J(Uh) — J(Uhk) S.t. A(Uh)(q)h — Eh> >0 Vo, cX.

Assuming that for some Z;, = (0,&;) € A}, one can again determine an active set A such that
Un(t) € Ké ,(t) for almost all ¢ € Z, the inequality is replaced and the new problem reads

min J(Uy) — J(Up) st A(Up)(®4) =0 V&, € KZ,(1). (3)
With the help of the Lagrangian L : ICé X IC(]‘fh — R defined as
L(Un, Z1) := (J(Un) = J(Unk)) = A(Un)(Z5),

and the Lagrange multiplier Z; € ]Céh’ the constrained optimization problem (3)) is transformed
into the following saddle point problem

Ly (Un, Z1) = J'(Un)(®1) — Ay (Un) (@, Zn) = 0, 4
L'y (Un, Zn) = —A(Up)(®1) = 0. (5)

Additionally to the primal problem, one also has to solve a dual problem (Equation (4))). Based
on Ref. [4]], the error representation reads

1 1
J(Un) — J(Unk) = §p(Uh)(Zh — Zni) + §P*(Uh)(Uh — Upi, Znie) + R,

where
p(Un)(Zn — Zni,) == —A(Un)(Zn — Zni)
P (Un)(Un = Unky Znie) := J'(Un)(Up, — Uni) — Ay (Un) (Un — Unke, Znie),

and R is a remainder term of order 3. Unfortunately, U}, and Z, are not computationally
accessible as they are only discrete in space and still continuous in time. In this work, they are
approximated by solving the primal problem and the dual problem on temporal discretizations
that have twice as many time steps as the original discretization. The temporal estimator is
finally defined as

1 1
= §P(Uh)(Zh — Znk) + §p*(Uh)(Uh — Unk, Znr,)- (6)

5 Partition-of-Unity Localization and Adaptivity

The estimator defined in Equation (6)) is still in a global form. In the following, it is localized
by a partition of unity [20, 25]. Let Voy = {xx}+ be a one dimensional, continuous finite
element discretization with piecewise linear functions, then it holds > xx = 1, and a local
estimator is defined as

M = %P(Uh)((zh — Zni)Xk) + %p*(Uh)((Uh — Unk) X> Znik)-
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The error for a time element 7 is then computed by adding the values of all 7 that have a
positive support on 7. For the next section, the error at time ¢ reads

1 1
M5 = 5P(UR)((Zh = Zyie)or) + 50" (Un) (U — Unk)Ok, Zit), ()

where § is the Dirac delta function, and d; = 0(t).

6 Numerical Experiments

The dual-weighted residual method described in the previous sections was implemented by
extending the open-source software pfm—cracks [10], which is based on the finite-element
library deal.ii [2, 3]]. Furthermore, the implementation of the space-time formulation was
inspired by Refs. [[12, [25].

6.1 Investigated configuration

A single edge notched tensile test is used to illustrate the method. In this test, the top bound-
ary I'; of the sample (Figure|)) is pulled at a velocity of 1 mm s~ for 65 x 107 s,

t t |
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Figure 1: Geometry of the sample and applied boundary conditions.

6.2 Goal functionals

The goal functional is chosen to be the mean normal tractions at the boundary I';. Therefore,
J(U) and its evaluation at some specific time points ¢, denoted by J;(U) are defined as

JU) = /I/F1 —o(u)n-ndsdt and Ji(U) := /Fl —o(u(ty))n-ndsdt.  (8)
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One is interested in the goal functional values themselves as well as their temporal errors defined
by
J(Uy) — J(Ung), Je(Un) — Je(Ung,)-

It is noteworthy that the spatial discretization is chosen sufficiently fine such that spatial dis-
cretization errors are assumed negligible.

6.3 Discussion

By comparing the phase-field solution for the initial temporal discretization and the dis-
cretization after 4 global refinements in time (Figure [2), a significant increase is observed for
the speed of crack propagation, indicating that the approximation 7'(¢) and the time step size
has a significant impact on the quality of the solution itself. While the crack just started to
initiate at the end of the simulation for the initial discretization, the crack already propagated
through a significant part of the sample width for the final discretization.

1.00
0.75
0.50
0.25

0.00

1.00
0.75
0.50
0.25

0.00

Figure 2: Phase-field solutions at times ¢ = 58 - 1074 5,60 - 10™* 5,62 - 10~* s (left to right) for the initial time
discretization (top) and after 4 global refinements (bottom).

More insight is gained by comparing the instantaneous goal functional values shown in Fig-
ure @ In the linear elastic phase, the values match for all refinement levels, and the levels
only differ once the crack starts to propagate. Therefore, in the beginning, a coarse temporal
discretization is sufficient while fine time steps should be chosen during crack propagation.
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Figure 3: Mean normal traction with different temporal discretization levels.
To investigate the quality of the error estimator, the solution after 6 global refinements is

chosen to be the reference. This choice allows the ‘true’ error J(Uy) — J(Upg) to be computed
as well as the effectivity index Iy defined as

N
J(Up) — J(Unk)

Legr = ‘

For every refinement level, the goal value, the exact error, the estimated error and the error
indicators are summarized in Table [Tl While the error estimator underestimates the actual error
throughout the different levels, it clearly improves for finer levels and it seems that asymptot-
ically I+ — 1. Considering the nonlinearities and temporal discontinuities of the phase-field
fracture model, this result is very promising.

Table 1: Estimated error, exact error and error indicators for different levels of adaptive refinement and coarsening
of the temporal meshes. The goal value of the reference discretization is 2.261.

Ref. Level 0 1 2 3 4
J(Unk,) 2782 | 2.675 | 2.511 | 2.393 | 2.324
J(Uy) — J(Upx) | 0492 | 0.406 | 0.250 | 0.132 | 0.063
n 0.0465 | 0.0811 | 0.064 | 0.040 | 0.027
Lo 0.085 | 0.187 | 0.222 | 0.249 | 0.305

By comparing the temporal point error J;(Uy,) — Ji.(Uy), where Ji(-) denotes the evaluation
of J(-) at the temporal point t;, (Equation ), with the temporal point value of the error
estimator 7)5, (Equation (7)), it is observed that with each refinement, the localization becomes
better as well. Interestingly, the error just after crack initiation is underestimated the most, see
Figure ] Instead of estimating an immediate jump in the error, the error is always estimated to
gradually increase.
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Figure 4: Zoomed in view of the exact error (left) and the estimated error (right) for globally refined temporal

meshes.

In Figure [5] the step sizes are shown for different levels of adaptive refinement and coars-
ening, which are controlled by the estimator. A time step is refined if the local error is greater
than 50% of the average error per time step and two neighboring time steps are combined if the
local error on both elements is less than 5% of the average error per time step.
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Figure 5: Time step sizes after different adaptive refinements cycles.

Using this strategy, the time steps are refined when the mean normal traction drops (i.e., the
crack propagates), and they are coarsened once the crack has propagated and the normal traction
is essentially equal to zero. Since the estimated error is very low compared to the exact error
at crack initiation, the refinement in this period of time only starts after number of refinement
levels, more precisely at level 4 (Figure[6).
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Figure 6: Zoomed in view of the exact error (left) and the estimated error (right) for adaptive refined temporal
meshes.

The low estimate of the error at crack initiation is also affecting the quality of the estimator,
as observed for the error indicators reported in Table 2l Contrary to the estimator with global
refinements, the indicators do not tend toward 1 and remain at levels of about 0.2.

Table 2: Comparison of the estimated error, the exact error and the error indicators for different globally refined
temporal meshes. The goal value of the reference discretization is 2.261.

Ref. level 0 1 2 3 4
J(Unk,) 2753 | 2.683 | 2.565 | 2.473 | 2.412
J(Uy) — J(Upx) | 0.492 | 0.422 | 0.304 | 0.213 | 0.151
n 0.047 | 0.081 | 0.064 | 0.040 | 0.027
Lo 0.094 | 0.192 | 0.211 | 0.190 | 0.182

7 Conclusion and outlook

In this work, goal-oriented temporal error control and adaptivity were introduced employ-
ing the dual-weighted residual method for phase-field fracture. First, a space-time framework
was formulated as well as the corresponding space-time Galerkin finite element discretization.
Having a goal functional at hand, an error estimator was derived for the temporal discretization
error measured in the goal functional. These developments were substantiated with the help of a
numerical test, namely, a single edge notched tensile test. Therein, the crack initiates first (very)
slowly and then propagates in a (very) fast manner. Thus, this configuration is a good setting for
temporal adaptivity. The performance was evaluated in terms of the final goal functional values,
the reduction of the (true) error with respect to a numerically computed reference solution, the
reduction of the error estimator, and, last effectivity indices that measure the fraction of true
error and the estimator error. The current findings are promising by showing good effectivity
indices on temporally adapted meshes. In ongoing work, the error estimator is extended to full
space-time adaptivity (i.e., in time and space).
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