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ABSTRACT

Stock price fluctuations reflect market expectations for the economic situ-
ation and company profits. Accurately predicting stock prices has become
a hot topic in academia. With the rapid development of artificial intelli-
gence, many researchers are starting to use machine learning algorithms
to predict stock prices. In this paper, a new time series prediction model,
the combination of the convolutional neural network and long short-
term memory neural network with additive attention mechanism (CNN-
LSTM-AAM), is proposed for stock price prediction. It can combine the
advantages of the convolutional neural network (CNN), the long short-
term memory (LSTM) neural network, and the additive attention mech-
anism (AAM), and better capture nonlinear features of time series data.
In the simulation analysis, we select sample data of three stocks (Vanke A,
Shanghai International Port Group, and China Merchants Bank) and three
stock price indexes (China Securities 500 Index, Shanghai Stock Exchange
50 Index, and Growth Enterprise Index) in the Chinese stock market for
comparative analysis, and use mean square error (MSE), mean absolute
error (MAE), and mean absolute percentage error (MAPE) as the evalua-
tion indexes. The CNN-LSTM-AAM model has the best prediction ability
relative to the CNN and CNN-LSTM models. In addition, we also find
that the prediction ability of the CNN-LSTM-AAM model for different
stock data sets is different under the existing parameter conditions. For a
specific dataset, the parameter conditions of the CNN-LSTM-AAM model
need to be further adjusted to achieve the best prediction effect. Based on
the above findings, the CNN-LSTM-AAM model has better performance
and higher accuracy, and can provide credible decision-making basis and
research methods for investors, financial institutions, and regulators.
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1 Introduction

For a long time, the stock market has been an important place for investment and financing,
and the volatility of stock prices affects the income of investors and financial stability. In the existing
research on stock price prediction methods, the common analysis methods are mainly econometric
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analysis and machine learning. Although econometric analysis is objective and supported by economic
theories and statistical methods, traditional econometric models based on many strict assumptions,
only extract linear features from data, and are often limited to the prediction of a single variable
[1]. Since stock price samples generally have large amounts of data and nonlinear characteristics,
traditional econometric methods cannot achieve good forecasting results [2]. Recently, machine
learning has been widely used to process complex datasets and solve non-linear problems. Relative
to econometric analysis, machine learning doesn’t require many assumptions and shows tremendous
advantages in extracting data features, so it is suitable for dealing with nonlinear and non-stationary
data [3]. In addition, the non-parametric and nonlinear properties of deep learning can provide great
help in fitting the complex, dynamic, and uncertain stock market [4].

Recurrent Neural Network (RNN) has remarkable advantages in mining data information, and
is extensively used in computer vision, computational biology, and stock price prediction [5]. Due to
the existence of long-term dependence problems, the phenomena of vanishing and exploding gradients
probably occur in the ordinary RNN [6,7]. To get rid of this dilemma, a special RNN called LSTM is
designed [8]. Based on recurrent networks and gradient-based learning algorithms, LSTM generates
paths that enable gradients to flow by introducing self-circulation [9]. After predicting the returns
of the S&P 500 index, Brazil-Bovespa50 index, and OMX Stockholm 30 index, the LSTM model
performs best relative to ARMA and GARCH models [10]. When the sample data is the Dow Jones
index, the LSTM model still has the best performance, the ARIMA model performs poorly in the
long term, and the GARCH model performs poorly in both the long and short term [11]. Besides,
CNN is a representative algorithm, which is widely used in image recognition, voice recognition, and
natural language processing [12–15]. As CNN and LSTM have obvious advantages in extracting data
characteristics and dealing with long-term dependencies of data, respectively, some scholars combine
CNN with LSTM for prediction analysis [16,17]. However, CNN-LSTM still has some defects in
time series analysis. First, CNN-LSTM cannot effectively process noise and outliers in time series
data, leading to instability of prediction results. In this case, anomaly detection algorithms or data
cleaning techniques can be used to improve the robustness of the model against noise and outliers.
Second, CNN-LSTM cannot show the correlation between data at different time points, resulting in
low accuracy of prediction results. With the application of in-depth learning algorithms in financial
markets, long-distance information is weakened. In this case, the attention mechanism receives more
concern. Recent studies on the integration of attention mechanism and neural networks are as follows:
landslide displacement prediction [18], soft sensor application [19], and stock price prediction [20].

To combine the advantages of CNN, LSTM, and the attention mechanism, we construct a time
series prediction model based on CNN-LSTM with AAM, namely the CNN-LSTM-AAM model. The
methodological contributions of this model show that it integrates the advantages of CNN and LSTM,
introduces an additive attention mechanism, and improves prediction performance and accuracy. By
combining the feature extraction capability of CNN with the series modeling capability of LSTM, our
model can more effectively capture local features and long-term dependencies of time series data. At
the same time, we innovatively introduce an additive attention mechanism after the LSTM layer, which
allows the model to adaptively compute the weights at different time steps, thus focusing more on the
important information in the prediction task. Through the innovation of research methodology, our
model has better performance and prediction accuracy for time series data in theory.

In addition, the recent literature shows that fusion models of neural networks usually have better
performance, related to transformer, self-attention mechanism, and graph neural network (GNN).
The transformer model and its variants have achieved great success in natural language processing and
have recently been applied to stock price prediction [21]. By comparing the prediction performance
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of LSTM, CNN-LSTM, and CNN-LSTM-Transformer models, it is found that the CNN-LSTM-
Transformer model shows superior accuracy in ozone concentration prediction [22], vegetable sales
forecasting [23], solar power forecasting [24], and stock price prediction [25]. The self-attention
mechanism can directly calculate the strength of the association between any two locations in a
sequence, thus better capturing long-range dependencies. Some scholars have found that the CNN-
LSTM model with self-attention mechanism can extract spatial and temporal features from time series
more comprehensively and has better performance compared to LSTM, LSTM with self-attention
mechanism, and CNN-LSTM models [26–28]. When complex relationships or dependencies exist
between data, CNN and LSTM may not be able to get satisfactory prediction results. However, GNN
can better capture the complex relationships between data points, which is crucial for improving
prediction performance [29]. For example, the CNN-GNN model can be used for image segmentation
[30] and scene classification [31], and the LSTM-GNN model is suitable for time series prediction [32].
After combining the advantages of CNN, LSTM, and GNN, the CNN-LSTM-GNN model can be
used for stock price prediction [33] and scene classification [34].

The contributions of this paper mainly lie in constructing the CNN-LSTM-AAM model, verifying
its applicability in the stock market, and comparing the predictive performance of different models.
First, the CNN-LSTM-AAM model can automatically learn the features in time series data and
strengthen the correlation between data in different time points by the AAM. Although existing
studies have used CNN-LSTM for stock price prediction, fewer studies combine CNN-LSTM and
AAM. Besides, some scholars have conducted prediction studies on time series data based on CNN-
LSTM and attention mechanism, but it is not clear which type of attention mechanism is used in
their research. Our model not only clarifies the type of attention mechanism, but also discusses the
characteristics and advantages of AAM. Second, we integrate trading indexes and technical indexes
into the research framework of stock price prediction, which better reflects the applicability of the
model in the stock market. Existing studies mostly use trading indexes for prediction analysis, and few
studies take both types of indexes into account. Third, we compare the prediction abilities of CNN,
CNN-LSTM, and CNN-LSTM-AAM models using sample data from listed companies in different
industries and from different types of stock price indexes. The above sample data not only focuses on
the stock price volatility of different companies at the micro level, but also pays attention to the overall
trend of changes in the stock market at the macro level.

Our research method is different from existing stock prediction models and has obvious innova-
tion. Specifically, the research process involves data cleaning, principal component analysis (PCA),
CNN feature extraction, LSTM sequence modeling, and AAM information capture. Our research
method can more accurately predict stock prices, and improve the accuracy and stability of the
prediction model. The research method presented in this paper enriches the theoretical research of
stock price prediction models. The rest of the paper is organized as follows. The next section designs
the CNN-LSTM-AAM model, after introducing PCA, CNN, LSTM, and AAM. Section 3 is the
experimental design, including two parts: data and experimental setting. In the next section, the results
of simulation experiments are shown. The conclusions are presented in the last section.

2 Models
2.1 PCA

PCA transforms a group of potentially relevant variables into a group of linearly independent
variables, and the transformed variables are called principal components (PC) [35]. In addition, PCA
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can compress and de-noise data by reducing data dimensions [36]. The data processing process of PCA
consists of the following four steps:

X is the m-dimensional raw data including n sample points, denoted as Eq. (1).

X =

⎡
⎢⎢⎣

x11 x12 · · · x1m

x21 x22 · · · x2m

...
...

...
...

xn1 xn2 · · · xnm

⎤
⎥⎥⎦ (1)

• Step 1: Calculating the covariance of the matrix Z.

The mean (μi) and variance (σ 2
i ) of each column in Eq. (1) can be expressed as Eqs. (2) and (3).

μi = 1
n

n∑
j=1

xji (2)

σ 2
i = 1

n − 1

n∑
j=1

(
xji − μi

)2
(3)

The matrix Z is obtained after the normalization of the raw data by using Eq. (3), as shown in
Eq. (4).

Z =

⎡
⎢⎢⎣

z11 z12 · · · z1m

z21 z22 · · · z2m

...
...

...
...

zn1 zn2 · · · znm

⎤
⎥⎥⎦ (4)

• Step 2: Calculating the correlation coefficient matrix R.

After calculating the correlation coefficient of the raw data, the matrix (R) is obtained and written
as Eq. (5).

R =

⎡
⎢⎢⎣

r11 r12 · · · r1m

r21 r22 · · · r2m

| ...
...

...
...

rm1 rm2 · · · rmm

⎤
⎥⎥⎦ (5)

rij is the correlation coefficient between the sample sequence in column (i) and the sample sequence
in column (j) of the matrix X in the range [−1, 1]. The R should be a symmetric matrix, rij = rji.

• Step 3: Calculating eigenvalues and eigenvectors of the matrix R.

The correlation coefficient matrix R is a real symmetric matrix with nonnegative eigenvalues,
which are assumed to satisfy the following conditions: λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥ λp ≥ 0. The corresponding
orthogonalized unit eigenvector (u1, u2, · · · , up), is written as Eq. (6).

u1 =

⎡
⎢⎢⎣

u11

u21

...
un1

⎤
⎥⎥⎦ ; u2 =

⎡
⎢⎢⎣

u12

u22

...
un2

⎤
⎥⎥⎦ ; · · · ; um =

⎡
⎢⎢⎣

u1m

u2m

...
unm

⎤
⎥⎥⎦ (6)
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The column vectors of X are represented successively as X1, X2, . . . , Xm, then the i-th principal
component of X (Fi) is shown as Eq. (7).

Fi = u1iX1 + u2iX2 + · · · + umiXm (7)

• Step 4: Calculating the contribution rate (CR) and cumulative contribution rate (CCR) of PC.

CCR determines the number of PC. When the CCR reaches above 85%, new variables contain
most of the information about the initial variables. In Eqs. (8) and (9), bj and αp represent CR and
CCR, respectively.

bj = λj∑m

k=1 λk

(j = 1, 2, · · · , m) (8)

αp =
∑j

k=1 λk∑m

j=1 λk

(j = 1, 2, · · · , m) (9)

2.2 CNN
CNN is a deep learning algorithm in essence, having depth structure and convolutional computa-

tion [37]. In this network, the process of data processing is as follows:

In the convolution layer, the output after convolution calculation can be expressed as Yt, which
is a function of the input vector (xt), weight (ωt), and bias (bt) of the convolution kernel, seen from
Eq. (10).

Yt = f (xtωt + bt) (10)

After convolution calculation is performed, the extracted features still have high dimensions. The
pooling layer can reduce the dimension of extracted features and network training costs. The output
after pooling is represented as Ct in Eq. (11). Besides, Yt is the input vector and pool represents the
pooling rule.

Ct = pool(Yt) (11)

The activation function is important for introducing nonlinear factors. Generally, ReLU is used as
the activation function of CNN. After several rounds of convolution layer and pool layer processing,
the final classification results are usually given by one or two dense layers.

2.3 LSTM
As an improved recurrent neural network, LSTM solves the long-term dependence problem.

Specifically, LSTM can memorize long and short-term information, save important information, and
regulate the flow of features [38]. The network structure of LSTM is represented in Fig. 1.

First, the forget gate decides what information should be discarded. It reads the previous
information in a hidden state (ht−1) and the current input information (xt), and produces a value greater
than 0 and less than 1. When the value is 1, it means fully preserved. Conversely, 0 means completely
abandoned. The output of the forget gate (ft) is shown in Eq. (12), where ft ∈ [0, 1]. The weight and
bias matrixes are expressed as Wf and bf , respectively. The sigmoid function is usually chosen as the
active function of the forget gate, written as σ .

ft = σ
(
Wf · [ht−1, xt] + bf

)
(12)
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Figure 1: The network structure of LSTM

Second, the input gate determines the updating process of the cell state. Specifically, ht−1 and xt are
put into the active function. The function values determine which information needs to be updated.
Next, ht−1 and xt are entered into the tanh function, creating a candidate vector (C̃t). In expressions
(13) and (14), it and C̃t separately indicate the control variable and the updated value of the cell state.
Besides, the weight and bias matrixes are expressed as Wi and bi, respectively. In candidate input gates,
WC and bC represent the weight and bias matrixes in turn.

it = σ (Wi · [ht−1, xt] + bi) (13)

C̃t = tanh (WC · [ht−1, xt] + bC) (14)

Third, the new cell state (Ct) saves information on the current state and transfers it to the LSTM
at the next moment. If the product (ft � Ct−1) is close to 0, this information will not appear in the new
cell state. After ft �Ct−1 and it � C̃t are added, the cell state gets the new information. Thus, Ct is shown
as Eq. (15), where � represents the Hadamard product.

Ct = ft � Ct−1 + it � C̃t (15)

Fourth, the output gate determines the value of the next hidden state. In Eq. (16), ot represents
the output of the output gate, where ot ∈ [0, 1]. In Eq.(17), ht shows the hidden state. Besides, Wo and
bo represent the weight and bias matrixes, respectively.

ot = σ (Wo [ht−1, xt] + bo) (16)

ht = ot ∗ tanh (Ct) (17)

2.4 AAM
Current information has a more significant impact on current prices. Conversely, earlier infor-

mation has less impact on current prices. AAM can be used to improve the long-distance memory
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capability of the LSTM and enable it to better remember previous information [39]. Specifically,
the introduction of AAM in LSTM has the following advantages. First, considering the traditional
LSTM can only give the same weight to all time steps, AAM assigns different weights to different
time steps and helps LSTM to be more flexible in choosing what information to focus on. Second,
AAM improves the long-distance memory ability of LSTM by calculating the contribution of different
inputs, so it helps LSTM to remember the previous information better. Third, AAM helps LSTM
discard unnecessary information and save computing resources, so it can improve the computational
efficiency of LSTM. Specifically, we apply AAM to the output of the LSTM to better capture
important context information in processing sequence data [40].

The output of LSTM is assumed to be h1, h2, . . . , hn, and the query vector is represented as q. The
output of the AAM is obtained by the following three steps:

First, the attention score (ei) is calculated through Eq. (18). qT , W1, and W2 are learnable weight
matrixes, and b is a learnable bias vector. i represents the i-th time step of LSTM, i ∈ [1, n].

ei = qT tanh (W1hi + W2q + b) (18)

Second, the attention weight (αi) is calculated through Eq. (19).

αi = exp (ei)∑n

j=1 exp
(
ej

) (19)

Third, the output of the AAM (c) is shown in Eq. (20).

c =
n∑

i=1

αihi (20)

2.5 The Construction of the CNN-LSTM-AAM Model
Based on AAM and CNN-LSTM, we construct the CNN-LSTM-AAM model. Fig. 2 shows the

network structure of this model. First, the preprocess and feature engineering are carried out, including
data cleaning, PCA, and data normalization. Second, the CNN layer extracts data features. Third, the
LSTM layer learns the long-term dependence in the time series to reduce the learning difficulty of
cyclic networks. Fourth, the AAM layer weights the output of the previous layer to increase the focus
on important features and further enhance the prediction accuracy. Fifth, the output of the AAM
layer is input to the dense layer. Finally, the predicted values of the time series are exported through
the output layer.

In CNN-LSTM architecture, the CNN layer is used to extract local features in time series data,
while the LSTM layer is used to capture long-term dependencies in the sequence. This combination
enables the model to simultaneously deal with the spatial and temporal dimensions of time series. In the
meantime, the CNN-LSTM architecture is flexible enough. We can optimize the model performance
by adjusting hyperparameters such as convolutional kernel size, number of LSTM layers, and number
of neurons. In addition, AAM can capture the long-term dependence and key features in time series
data, while being adaptable enough to be used in conjunction with other types of models (such as
CNN and LSTM). In short, the CNN-LSTM-AAM model has significant theoretical advantages for
stock price prediction.
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Figure 2: The network structure of the CNN-LSTM-AAM model

3 Experimental Design
3.1 Data Sources

To ensure the accuracy of data sources, stock price data is downloaded from the free BaoStock
financial interface package in Python (www.baostock.com) (accessed on 28 October 2024). This paper
selects six sample data from the Chinese stock market, including three stocks and three stock price
indexes. They are from 01 January 2001, to 31 December 2021. First, three stocks include Vanke A
(VA), Shanghai International Port Group (SIPG), and China Merchants Bank (CMB) in the Shanghai
Stock Exchange (SSE). Second, three stock price indexes include the China Securities 500 Index (CSI
500), the Shanghai Stock Exchange 50 Index (SSE 50), and the Growth Enterprise Index (GEI). The
CSI 500 shows the stock price performance of small-cap companies in the Shanghai and Shenzhen
stock markets (SSE and SZSE). The SSE 50 reflects the overall performance of 50 stocks with larger
market capitalization and better liquidity in the SSE. The GEI reports the general trend of 100 stocks
with large market value and good liquidity in SZSE.

3.2 Index Selection
To predict the stock price more accurately, the data set is based on daily trading information,

involving two categories: trading indexes and technical indexes. Considering the availability and
completeness of the data set, we have excluded the following indexes: P/E ratio, P/B ratio, market
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capitalization, total equity, and limit-up price. Trading indexes are ultimately selected as opening and
closing prices (Open-p and Close-p), highest and lowest prices (High-p and Low-p), volume (Vol-p),
turnover rate (Turn-r), transaction amount (Trans-a), and price fluctuation rate (Fr-p). It should be
noted that the closing price is the forecast target. In the selection of technical indexes, we fully consider
the relevance, information capacity, and prediction ability of indexes. By analyzing the characteristics
of the different indexes, we finally select 23 technical indexes: Bollinger Bands, Exponential Moving
Average, True Range, Accumulation/Distribution, AROON, Money Flow Index, Price Ratio-of-
Change, Relative Strength Index, Stochastic Fast, Williams Index, Accumulation/Distribution Oscil-
lator, On Balance Volume, Hilbert Transform—Dominant Cycle Period, Average Price, Typical Price,
Weighted Close Price, Average Directional Movement Index, Average Directional Movement Index,
Absolute Price Oscillator, Moving Average Convergence/Divergence, Momentum, Volume Rate-of-
Change, Stochastic Oscillator, and Ultimate Oscillator. For the above technical indexes, we conduct
data cleaning and PCA below.

3.3 Data Cleaning
Due to the complexity and uncertainty of the stock market, sample data may have duplicate values,

missing values, and outliers. Therefore, data cleaning is necessary, and includes the following content:

(1) Duplicate data removal. In the stock market, due to the high frequency of data updates, there
may indeed be duplicate data. These data should be removed to ensure the uniqueness of
the data.

(2) Missing data processing. Missing values indicate that an indicator does not have a value at a
certain time. Considering the characteristics of stock price data, including its continuity and
time dependence, we choose exponential smoothing interpolation to fill in missing values in
time series data. This method takes full account of the temporal relationship between data
points and gives higher weight to the most recent data to better capture the dynamics of stock
prices.

(3) Outlier detection. Outliers refer to some data in the sample sequence that deviates from the
normal range. We adopt the 3-sigma principle to identify and mark possible outliers.

(4) Outlier processing. For data points that are marked as outliers, we perform further analysis
to confirm whether they are indeed outliers. After confirmation, we remove them from the
dataset.

(5) Re-interpolation. After removing outliers, we check the dataset again for new missing values
and use exponential smoothing interpolation to fill them in.

Through the above data processing, we can ensure the integrity and accuracy of the dataset to
the maximum extent possible, while reducing the bias introduced due to missing data and improper
handling of outliers.

3.4 Principal Component Selection
Data with a high correlation usually harms the learning ability of neural networks. For example,

the neural network falls into the local minimum solution and the training burden increases. In the stock
market, a variety of indicators are usually used to analyze the trend of stock prices. However, a high
correlation is likely between these indicators, which may lead to redundant information and misleading
conclusions. PCA transforms highly correlated indicators into mutually independent PCs to reduce
dimension and redundant information. Besides, PCA can reduce the calculation cost and analysis
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difficulty by screening out major indicators with greater contributions. By selecting the first few PCs
with large eigenvalues, most of the variance information is retained to achieve better dimensionality
reduction. Therefore, we select the PC according to whether the eigenvalue is greater than 1.

Tables 1–3 show that the first seven PCs are selected for CMB, CSI 500, and GEI, the first eight
PCs are selected for VA and SSE 50, and the first nine PCs are selected for SIPG. For CMB, CSI 500,
and GEI, the eigenvalue of the seventh PC equals 1.1746, 1.1241, and 1.1231, respectively. Next, the
eigenvalue of the eighth PC equals 1.1112 and 1.0305 for VA and SSE 50 in turn. Finally, the eigenvalue
of the ninth PC is 1.0024 for SIPG. The CCR of each dataset is greater than 90%, indicating PCA
extracts more data features and can effectively preserve the information of the original data.

Table 1: Eigenvalue and CCR of VA and SIPG

Components VA SIPG

Eigenvalue CCR Eigenvalue CCR

1 14.7932 0.4049 15.324 0.4188
2 9.5466 0.6663 8.7968 0.6522
3 2.8930 0.7455 3.1341 0.7448
4 2.5449 0.8152 2.2869 0.8073
5 1.4022 0.8536 1.8052 0.8566
6 1.3085 0.8894 1.3440 0.8934
7 1.1731 0.9215 1.1782 0.9256
8 1.1112 0.9520 1.0437 0.9541
9 0.9568 0.9781 1.0024 0.9815
10 0.7996 1.0000 0.6778 1.0000

Table 2: Eigenvalue and CCR of CMB and CSI 500

Components CMB CSI 500

Eigenvalue CCR Eigenvalue CCR

1 15.3095 0.4213 16.4491 0.4390
2 9.3478 0.6785 10.5429 0.7204
3 3.0422 0.7622 2.6808 0.7920
4 2.1814 0.8222 1.7543 0.8388
5 1.3716 0.8600 1.3988 0.8761
6 1.2987 0.8957 1.2853 0.9104
7 1.1746 0.9280 1.1241 0.9404
8 0.9271 0.9536 0.8916 0.9642
9 0.8603 0.9772 0.7936 0.9854
10 0.8274 1.0000 0.5465 1.0000
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Table 3: Eigenvalue and CCR of SSE 50 and GEI

Components SSE 50 GEI

Eigenvalue CCR Eigenvalue CCR

1 15.4980 0.4202 16.9911 0.4569
2 9.9952 0.6912 9.7501 0.7191
3 2.7620 0.7661 2.6416 0.7902
4 2.1317 0.8239 1.5436 0.8317
5 1.4867 0.8642 1.4669 0.8711
6 1.2289 0.8975 1.2725 0.9053
7 1.1292 0.9281 1.1231 0.9355
8 1.0305 0.9561 0.9415 0.9609
9 0.8451 0.9790 0.8384 0.9834
10 0.7746 1.0000 0.6170 1.0000

3.5 Data Normalization
Before using machine learning models, the data should be normalized to avoid the deviation of

results caused by different dimensions. All sample data (x) are converted to normalized values (x∗)
between 0 and 1 by Eq. (21). The largest and smallest x are represented as xmax and xmin, respectively.

x∗ = x − xmin

xmax − xmin

(21)

3.6 Experimental Setting
Before training, verifying, and testing machine learning models, sample data are split into three

parts in chronological order: training sets, validation sets, and testing sets. Specifically, the first dataset
contains the first 80% data, the second dataset includes the subsequent 10% data, and the third dataset
consists of the last 10% data. The data splitting method is a one-time split rather than cross-validation
in this paper. This split method is chosen to keep our experiments simple and reproducible. By dividing
the data into training, validation, and test sets, we can train, tune, and evaluate the performance of
the model separately, which helps us to get a more accurate picture of how the model performs on
unseen data.

The model parameters and parameter values are summarized in Table 4. In the CNN layer, the five
parameters have different setting values. The parameters of the LSTM layer are one more than those
of the Dense layer and AAM layer, respectively. Finally, training parameters mainly include Time step,
Batch size, Epoch, optimizer, Loss function, Dropout, and Learning rate. It should be noted that we
have performed sensitivity analyses on the parameters in Table 4.

Table 4: The parameter settings

Category Parameter Setting value

CNN layer Filter 64
Kernel size 1

(Continued)
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Table 4 (continued)

Category Parameter Setting value

Activation function ReLU
Padding Same
Pooling size 2

LSTM layer Layer 3
Unit 64
Activation function ReLU

AAM layer Layer 1
Unit 64

Dense layer Layer 1
Unit 1

Training parameter Time step 20
Batch size 64
Epoch 100
Optimizer Adam
Loss function MSE
Dropout 0.2
Learning rate 0.001

As the CNN-LSTM-AAM model has many parameters, a direct comprehensive search and
tuning may encounter computational resources and time constraints. Therefore, we adopt a two-step
approach to determine the parameter values: experience setting and random search. For some key
parameters, such as convolutional kernel size and learning rate, we set initial values based on existing
research and experience. These parameters have a significant impact on the performance of the model
and usually have recommended value ranges in the related literature. Specifically, the convolutional
kernel size is usually set to a small value (such as 1) to capture local features, while the learning rate is
set to a common range (such as 0.001, 0.01, etc.) based on the choice of optimization algorithm (such
as Adam, SGD, etc.). For other parameters such as Batch size, Epoch, and Time step, we use random
search to determine their optimal values. The random search can explore the parameter space in a
short time to find the parameter combinations with better performance. The batch size usually affects
the training speed and stability of the model. For small datasets, the choice of batch size is relatively
flexible, and smaller batches can be selected, such as 16, 32, or 64, etc. On the contrary, larger batches
should be selected to improve training efficiency, such as 1024 or more. Considering the stability and
speed of the training process, we first choose a smaller batch and then gradually increase it to finally
determine the optimal value. In addition, Epoch determines the learning level of the model on the
training data. We determine the optimal Epoch based on the performance of the validation set. Since
the time step can affect the capacity of the model to capture time series data, we choose an appropriate
value based on the temporal resolution and features of the data.

Thus, the process of determining parameters includes initial parameter settings and random search
for tuning. Based on experience and literature, initial values of key parameters (such as the kernel size
and learning rate) are set. Next, several experiments are conducted using a random search method over
a range of candidate values for batch size, number of iterations, and time step. After each experiment,
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we need to record the performance metrics of the model on the validation set (such as MSE, MAE,
and MAPE). Finally, based on the experimental results, the parameter combination with the best
performance is selected. Through the above two-step method of determining the parameter values,
we can find a more optimal combination of parameters within the limited computational resources
and time. This method combines the advantages of experience and random search, which ensures the
rationality of parameter setting and improves the tuning efficiency.

MSE, MAE, and MAPE are often used to evaluate the prediction ability of the model [41]. A
smaller evaluation index indicates a higher prediction accuracy of the model. Three evaluating indexes
are shown in expressions (22)–(24), where yi and ŷi represent actual and predictive values, respectively.

MSE = 1
n

n∑
i=1

(
ŷi − yi

)2
(22)

MAE = 1
n

n∑
t=1

∣∣ŷi − yi

∣∣ (23)

MAPE = 1
n

n∑
t=1

∣∣∣∣
ŷi − yi

yi

∣∣∣∣ (24)

4 Results

In the simulation experiment, we compare the prediction ability of the CNN-LSTM-AAM model
(Model-3rd) with that of the LSTM model (Model-1st) and the CNN-LSTM model (Model-2nd). The
analysis process includes two steps. We first analyze the prediction ability with three stock price data
sets, and then verify it again with three stock price index data sets.

Figs. 3–5 show the loss curves of three models in the data sets of VA, SIPG, and CMB. It can be
found that the Model-3rd has the most stable performance during the training process and the smallest
final loss value compared to the other two models in the three stock data sets. Thus, the Model-3rd has
stronger ability to reflect the characteristics of stock price volatility and can predict the trend of stock
prices more accurately. For the SIPG dataset, the loss function curves of the three models perform
similarly in Fig. 4. However, the Model-3rd performs better compared to the other two models for VA
and CMB data sets in Figs. 3 and 5. The above differences probably come from individual differences
in the stock data, but the performance of Model-3rd is still validated.

Figure 3: The loss curves for VA
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Figure 4: The loss curves for SIPG

Figure 5: The loss curves for CMB

Figs. 6–8 show the prediction results of different models in the data sets of VA, SIPG, and CMB,
respectively. As can be seen from these three figures, the predicted stock prices are closer to the actual
stock prices and have less volatility relative to the actual values in the Model-3rd. Specifically, the
prediction results of the Model-3rd are closer to the actual results with less fluctuation for VA and
CMB data sets in Figs. 6 and 8, demonstrating better stability and accuracy. For the SIPG dataset, the
difference in prediction results is not too great in Fig. 7, but the Model-3rd model is still superior to
the other two models. In addition, we find that each model has different prediction effects for the data
sets of VA, SIPG, and CMB. Thus, the parameter environment of the Model-3rd needs to be adjusted
for different stock data sets to achieve the best prediction effects.

Figure 6: The prediction results for VA
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Figure 7: The prediction results for SIPG

Figure 8: The prediction results for CMB

Table 5 displays the evaluation results in data sets of VA, SIPG, and CMB, including MSE, MAE,
and MAPE. The introduction of CNN structure is beneficial to extract data features and enhance the
prediction abilities of models. For VA, MSE decreases from 0.0066 to 0.0011, MAE decreases from
0.0782 to 0.0277, and MAPE decreases from 12.80% to 4.50%. For SIPG and CMB, three evaluation
indexes show an obvious decline. Because the prediction results of the Model-2nd are closer to the
actual results, this model has better accuracy in the three data sets, compared to the Model-1st. Besides,
Table 5 shows that Model-3rd has the smallest MSE, MAE, and MAPE in the three data sets, relative
to the other two models. For example, the MSE, MAE, and MAPE are 0.0008%, 0.0229%, and 3.86%
in turn for VA. They are reduced by 87.88%, 70.72%, and 69.84% relative to Model-1st, and by 27.27%,
17.33%, and 14.22% relative to Model-2nd. For the SIPG data set, the MSE, MAE, and MAPE are
respectively 0.0002%, 0.0113%, and 2.91%, which are reduced by 71.43%, 54.44%, and 56.63% in
Model-1st, and 50.00%, 28.93% and 31.85% in Model-2nd. For the CMB data set, the same conclusion
shows that the MSE, MAE, and MAPE have downward trends. In addition, the prediction abilities
of the three models are different for different stock data sets. Among the three models, the data set
with the smallest MSE, MAE, and MAPE is the SIPG data set. Specifically, the SIPG data set has
the smallest MSE, which equals 0.0007 in Model-1st, 0.0004 in Model-2nd, and 0.0002 in Model-3rd.
Likewise, it has the smallest MAE and MAPE in these models. Therefore, the prediction of the SIPG
data set is relatively more accurate in the existing parameter conditions.

Table 5: The evaluation results for three stocks

Data sets Models MSE MAE MAPE (%)

VA Model-1st 0.0066 0.0782 12.80
Model-2nd 0.0011 0.0277 4.50

(Continued)
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Table 5 (continued)

Data sets Models MSE MAE MAPE (%)

Model-3rd 0.0008 0.0229 3.86
SIPG Model-1st 0.0007 0.0248 6.71

Model-2nd 0.0004 0.0159 4.27
Model-3rd 0.0002 0.0113 2.91

CMB Model-1st 0.0108 0.0962 12.45
Model-2nd 0.0115 0.0877 10.69
Model-3rd 0.0039 0.0486 5.87

To verify the prediction ability of the Model-3rd again, three stock price indexes are selected
for further analysis, including CSI 500, SSE 50, and GEI. Figs. 9–11 show the prediction results of
different models in the data sets of CSI 500, SSE 50, and GEI, respectively. The prediction ability of
the Model-2nd is significantly better than that of Model 1 for CSI 500, SSE 50, and GEI. Specifically,
the predicted curve is closer to the real curve in the Model-2nd. In Figs. 10 and 11, the prediction ability
of the Model-3rd is superior to that of the Model-2nd, but this advantage is not particularly evident in
Fig. 9. Overall, the prediction ability of the models is ranked from high to low, followed by Model-3rd,
Model-2nd, and Model-1st. For a specific dataset, the parameter environment of Model-3rd needs to
be continuously optimized to achieve better prediction ability.

Figure 9: The prediction results for CSI 500

Figure 10: The prediction results for SSE 50

https://www.scipedia.com/public/Wu_et_al_2024 16



B. Wu, Y. Qi and G. Fu,

Optimizing convolutional neural network-long short-term memory architecture with

additive attention mechanism for stock price prediction,

Rev. int. métodos numér. cálc. diseño ing. (2024). Vol.0, (0), 3

Figure 11: The prediction results for GEI

Table 6 displays the evaluation results in data sets of CSI 500, SSE 50, and GEI, including MSE,
MAE, and MAPE. For CSI 500, SSE 50, and GEI, three evaluation indexes have the smallest values
in the Model-3rd. In particular, they equal 0.00099%, 0.0279%, and 5.02% for CSI 500; 0.0002%,
0.0115%, and 4.18% for SSE 50; 0.0027%, 0.0464%, and 5.95% for GEI. By comparing the evaluation
results, the prediction abilities of the three models are ranked from high to low as Model-3rd, Model-
2nd, and Model-1st. The conclusion again shows that the Model-3rd has the strongest prediction
ability. Among the three models, the SSE 50 data set has the smallest MSE, MAE, and MAPE. It
shows that Model-3rd is relatively more accurate in predicting the SSE 50 data set under the existing
parameter conditions.

Table 6: The evaluation results for three stock price indexes

Data sets Models MSE MAE MAPE (%)

CSI
500

Model-1st 0.0026 0.0494 8.98
Model-2nd 0.00099 0.0288 5.22
Model-3rd 0.00099 0.0279 5.02

SSE
50

Model-1st 0.0010 0.0285 11.98
Model-2nd 0.0007 0.0231 9.63
Model-3rd 0.0002 0.0115 4.18

GEI Model-1st 0.0176 0.1280 16.54
Model-2nd 0.0057 0.0700 9.01
Model-3rd 0.0027 0.0464 5.95

5 Conclusions

The CNN-LSTM-AAM model constructed in this paper has a strong ability to predict stock
prices. We use the data sets of three stock prices (VA, SIPG, and CMB) to compare the prediction
abilities of the three models. The results indicate that the CNN-LSTM-AAM model has the greatest
advantages in prediction ability among the three models. In the three stock data sets, the CNN-
LSTM-AAM model has the smallest MSE, MAE, and MAPE relative to the other two models. In
addition, we use the data sets of three stock price indexes (CSI 500, SSE 50, and GEI) to verify the
prediction abilities of the three models. The results again indicate that our model has the strongest
prediction ability and accuracy. Besides, we also find that the prediction ability of the CNN-LSTM-
AAM model for different stock data sets is different under the existing parameter conditions. In short,
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the CNN-LSTM-AAM model has bright application prospects and presents a new method to predict
stock prices. For a specific stock data set, we need to optimize the parameter values of the model
to achieve the best prediction effect. Given the strong predictive ability of the CNN-LSTM-AAM
model, it can be widely applied in many fields, such as text classification, water quality prediction,
facial expression recognition, mechanical fault identification, earthquake prediction, human action
recognition, passenger flow prediction, trajectory prediction, and so on. For the financial industry, the
CNN-LSTM-AAM model can be used for risk management and investment decisions. Specifically, our
model can forecast financial market trends and risk changes by learning from historical data, helping
financial institutions evaluate financial risks promptly. Besides, our model can predict the price trend
of financial assets and optimize investors’ investment decisions by analyzing and processing data such
as financial news and company financial statements.

The CNN-LSTM-AAM model proposed in this paper has better performance and accuracy in
stock price prediction, but still has some limitations. First, this model only considers daily trading
information, without incorporating other factors such as investor sentiment characteristics, national
policies, economic cycles, and industry factors into the training features. Therefore, future research
should consider increasing the training features of the model to improve its predictive performance.
We plan to integrate more factors from the perspective of feature selection to capture characteristics of
stock price volatility more comprehensively. Second, our model shows better stability and accuracy in
stock price prediction, but still has some prediction errors. These prediction errors probably result from
the complexity and uncertainty of the stock market. Thus, we intend to further optimize the structure
of the model by incorporating more machine learning algorithms, ultimately improving the accuracy
and robustness of the predictions. Third, our research only focuses on stock price prediction, but the
potential applications of our model in other fields are also worth exploring. We should further expand
the application scope of the CNN-LSTM-AAM model in biology, medicine, sociology, economics,
and other disciplines.
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