
The 9th European Congress on Computational Methods in Applied Sciences and Engineering
ECCOMAS Congress 2024

3–7 June 2024, Lisboa, Portugal

TOWARDS DOMAIN DECOMPOSITION OF LARGE
NEURAL NETWORKS

T. Gödde1, B. Rosić1
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Summary. Neural networks draw attention in many engineering fields. Particularly in de-
sign optimization, when one is interested in generating surrogate models for high-dimensional
regression problems, neural networks are used. However, neural networks are global approxi-
mators and therefore have problems predicting local nonlinearities without a large amount of
training parameters slowing down the training process. The idea is to reduce the aforemen-
tioned drawbacks by introducing a domain decomposition method. The domain decomposition
allows to split global NN into multiple local neural networks to approximate smaller, simpler
local domains with less parameters. The simplification comes at the cost of additional inter-
face constraints between local predictions, which are included in the local loss functions by the
method of Lagrange multipliers. The method is showcased on a 1D beam example that is split
into two domains, which shows that the method works in finding an improved approximation
for continuity along the interface constraint.

1 INTRODUCTION

In computational design optimization, the goal is precise knowledge on spatio-temporal Quan-
tities of Interest (QOI) (e.g., stress, strain, etc.) to predict mechanical behaviour. These are
typically solved with finite element method (FEM) solvers. However, when an optimization
problem is considered, additional dimensions are added to the problem through design param-
eters. One approach to optimize the design is to take a step into a random direction [1] of the
input space and calculate a new FEM simulation online at the new point to check if the new
output is better. This is a tedious task and such algorithms take a long time to converge. A
more efficient approach is to first map the set of design parameters to the QoI with a surrogate
model [2] and utilize the approximation map to find improved design parameters. One example
of such an approximation is the use of polynomial chaos expansion (PCE) [3], which can be
estimated by the use of a least squares approach [4]. In high dimensional parametric space,
this approach requires many different instances of FEM simulations. To reduce the number of
required samples, one can use a neural network surrogate [2]. With the appropriate choice of
architecture and activation functions, the number of required samples is reduced exponentially
[5]. A drawback of this method is that the basis of these neural network surrogate models is a
global approximation, which interferes with precision requirements for the local spatio-temporal
QoIs. To cope with this loss of information, neural networks are often highly overparametrized,
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which in turn increases the amount of training time.
Domain decomposition methods (DDM) [6] are used to tackle the previously mentioned draw-

backs of a global approximation. DDMs split the spatio-temporal problems in time and space
to generate multiple, local problems. Domains are, depending on the method, overlapping [7,
8] or non-overlapping, i.e., sub-structured [9] with the help of a DDM. NN weights, which were
previously defined globally, can be now defined locally, on more simple local domains, reduc-
ing the amount of unknowns to increase approximation accuracy. Thus, instead of training
one large NN, one is training several local NNs in parallel to enable training time reduction.
The computational cost reduction, however, comes at the expense of introducing additional un-
known parameters into the problem description - those describing the interfaces between local
domains. To keep continuity between domains, smooth continuous connections between local
domains need to be enforced.

In literature, neural network DDMS are found largely for physics-informed neural networks
(PINN) [10]. These are networks in which the loss function is modified to solve boundary
value problems, i.e., partial differential equations (PDE) with constraints. Specifically, the loss
function is defined as a sum of mean squared error (sMSE) residuals of the problems equations.
One of these methods is the deep domain decomposition method (D3M) [11, 12], which solves
an overlapping DDM problem. The first D3M is based on the deep Ritz method [13] and solves
variational forms of PDEs with local sMSE residual loss functions. Interface conditions are
included in the loss functions as additional sMSE penalty terms. Another D3M method uses
instead the basic PINN formulation, i.e., strong formulation of a PDE and defines it as local
sMSE residual [12] with penalty terms for the interfaces. Another overlapping DDM is the finite-
basis PINN (FBPINN) [14]. In FBPINNs, local NN approximations are multiplied by window
functions. These window functions ensure that the local network outputs are zero outside the
overlap between the domains. Instead of with additional sMSE interface terms, continuity is
ensured, since the local NNs share their solutions. As such, in an update step, the local NN
gradients are calculated from the global loss function. All previously presented methods require
overlap between the domains, which causes additional computational effort in the domain. To
cope with this problem, the first substructuring DDMs for PINNs are introduced as extended
PINN (XPINN) and conservative PINN (cPINN) [15, 16]. Both of these use penalty based
interface conditions on the local loss functions. For continuity in these substructuring methods,
XPINNs and cPINNs use additional sMSE penalty terms, resembling the function gradient
along the interface and an average between approximation losses, in the local loss functions.
The difference between the two is that XPINNs are less limited in chosen PDEs and interface
conditions. A remaining drawback of all these methods is that a single local step is followed
by a single global step for communication between the networks. However, the global step is
computationally expensive. A computationally cheaper approach is to take multiple local steps
before communicating between local domains. Recently, this is done for an overlapping DDM
method [17]. Two different DDMs are proposed. One of the methods is similar to the previous
methods, taking interface constraints as mean squared error (MSE) residual terms, only taking
multiple step in the local domains before communicating between the domains. To improve the
interface predictions, the second method uses a coarse space for all interfaces connecting them, to
increase stability of the DDM. [18] introduces a substructuring method with this coarse space for
the interfaces. In addition to that, augmented Lagrange multipliers in front of the residual terms
are used in the loss function to improve convergence of the method by dynamically balancing
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the residual terms.
In this article, a different approach to the NN DDM is presented for parallel computing of

different spatial domains. The training data is obtained from a finite element solver to use
data-driven NNs. Instead of the augmented Lagrange multipliers, full Lagrange multipliers are
used. This gives a more exact solution since the Lagrange multipliers can become any value
instead of being kept small due to the penalty term applied for augmented Lagrange multipliers.
In addition to that, no penalty parameter is needed with full Lagrange multipliers. The cost is
an increase in complexity of the algorithm since the full Lagrange multiplier is harder to solve.
With a full Lagrange multiplier, the constraint needs to be linearized, which means linearizing
the NN for interface approximations.

The paper is organized as follows: In Section 2 the finite element equations are derived and
surrogate models are introduced. The DDM with interface conditions is state in Section 3.
Finally, in Section 5 numerical results for a one-dimensional problem are shown and discussed.

2 PROBLEM STATEMENTn

Let there be a body in an Euclidean space Rn, occupying spatial domain G in which a spatial
point of the body is denoted as x. The body has piece-wise smooth Lipschitz boundaries of the
Dirichlet ∂GD and Neumann ∂GN type. Assuming quasi-static deformations and ζ ∈ Rm as the
set of design parameters, the following boundary value problem can be stated:

∇ · σ(ζ, x) = f(x), ∀x ∈ G, (1)

s.t. u(x) = uD, ∀x ∈ ∂GD, (2)

s.t. σ(ζ(ω), x) · n = τN , ∀x ∈ ∂GN . (3)

in which σ is the stress tensor, u ∈ U with U := H1
0(G) is the displacement field, f ∈ U

describes the internal forces, τn describes a Neumann boundary ∂GN and uD is a Dirichlet
boundary ∂GD. The body is made of material undergoing deformation according to Hooke’s
constitutive law:

σ = C : ϵ, (4)

in which C := C ∈ L(Sym(R+)) denotes the 4th order symmetric, bonded, measurable and
point-wise stable elasticity tensor C, and the linear strains ϵ := ϵ ∈ L2(G, Sym(R+)) are defined
as:

ϵ =
1

2
(∇u+ (∇u)T ). (5)

The denoted strong formulation given in Eqs. (1 - 3) is further rewritten in a weak form as:

a(u, v) :=

∫
G
Cϵ(u) : ϵ(v)dx =

∫
G
f(x) · v(x)dx+

∫
∂GN

τn(x) · v(x)dA =: l(v), (6)

in which a(u, v) denotes the bi-linear form, and l(v) is the corresponding linear functional. The
problem has a unique solution according to the Lax-Milgram theorem [19].

Subsequently, let the design parameters ζ be described in a probabilistic sense. In other
words, let ζ be modelled as a random vector ζ(ω) with a finite variance in a probability space
(S) := L2(Ω,F ,P) in which Ω is the space of all events, F is the sigma algebra, and P is the
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probability measure. Introducing ζ(ω) in Eqs. (1-3) rewrites the deterministic problem into its
stochastic counterpart:

∇ · σ(ζ(ω), x) = f(x, ω), ∀x ∈ G, ∀ω ∈ Ω, (7)

s.t. u(x, ω) = uD, ∀x ∈ ∂GD,∀ω ∈ Ω, (8)

s.t. σ(ζ(ω), x) · n = τN , ∀x ∈ ∂GN , ∀ω ∈ Ω. (9)

in which u ∈ U ⊗ (S). The constitutive law in Eq. (4) becomes σ(ω) = C : ϵ(ω) with ϵ(ω)
defined as:

ϵ(ω) =
1

2
(∇u(ω) + (∇u(ω))T ), ∀ω ∈ Ω. (10)

Note, that one introduces the weak definition of the linear mapping∇s between the displacement
ϵ ∈ ϵ⊗ (S) and u ∈ U ⊗ (S) such that:

∇s : u1(x)u2(ω) → (∇su1(x))u2(ω), (11)

holds. From the stochastic strong form, and similar to Eq. (6), one can derive a corresponding
weak form:∫

Ω

∫
G
Cϵ(u(ω))) : ϵ(v(ω))dxdΩ =

∫
Ω

∫
G
f(x, ω)·v(x, ω)dxdΩ+

∫
Ω

∫
∂GN

τn(x)·v(x, ω)dAdΩ, (12)

by integrating the terms over Ω. As the solution of this initial value problem belongs to the
tensor product space U ⊗ (S), one requires the discretization of each of the spaces separately.
First, the deterministic space U is discretized by using the finite element approach:

un := span{Nj(x)}Ln
j=1, (13)

such that:

u(x, ω) ≈ un(x, ω) =

Ln∑
i=1

ui(ω)Ni(x), (14)

where Ni denotes the shape functions and ui(ω) represents the unknown stochastic coefficient.
Secondly, the stochastic space is discretized by sampling with the Monte Carlo method [1].
Hence, the problem given in Eqs. (12) is solved N times in parallel.

As the Monte Carlo method is not sample efficient, one may introduce a surrogate model to
map the input parameters of the parameters to the QoI. In particular, the focus is on a simple
architecture in the form of a feed forward neural network (FNN). In other words, the QoI is
approximated by the FNN:

u(x) ≈ ûθ(x) = (AL ◦ a ◦AL−1 ◦ ... ◦ a ◦A1)(x), θ :=
{
W (k), b(k)

}L

k=1
, (15)

in which Ak : RNk−1 → RNk is an affine map, with Nk ∈ N, defined as:

x(k) 7→ W (k)x(k−1) + b(k). (16)

Here, W (k) and b(k) are the trainable parameters collected in the vector θ. In Eq. (15), the
vector-valued a represents functions:

a(h) = [a(h1), a(h2), ..., a(hP )] , (17)
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acting element-wise on the hidden state hi of the FNN. P and L denote the amount of nodes
per layer and the amount of layers, respectively. To find the unknown parameters θ, one may
solve the following optimization problem:

θ∗ = argmin
θ

J (θ).

Here, the objective function J is typically defined in a mean squared manner:

J (θ) := E(∥u(x)− ûθ(x)∥22), (18)

in which, the expectation is approximated in a Monte Carlo simulation manner, by using a
finite number of samples. Finally, the approximation problem is solved by using a gradient-
based optimizer [20].

Getting a feasible NN surrogate model approximation is difficult due to the complexity of
the previously stated problem. The complexity leads to a high amount of required training
parameters, local errors and long training times. Therefore, instead of computing the NN
surrogate model in Eq. (15) as a global approximation, the proposed strategy is to reduce
the computational requirements by splitting the input features. It is expected, that the local
problems are simpler to solve, require less parameters and are more precise locally.

3 DOMAIN DECOMPOSITION METHOD FOR LARGE NNs

Let the spatial domain G be split into several non-overlapping subdomains Gi, such that
G = ∪

∑M
i=1 Gi. Thus, the idea is to use the set of M NNs to approximate u(x), such that:

ui(x) ≈ ûθi
(x) = (A

(i)
Li

◦ a(i) ◦A(i)
Li−1 ◦ ... ◦ a

(i) ◦A(i)
1 )(x), ∀x ∈ Gi, (19)

with
a(i)(y) = [a(y1), a(y2), ..., a(yPi)] , (20)

in which Li and Pi are the the amount of nodes per layer and the amount of layers of the ith

NN for each subdomain, respectively. In Eq. (19), function vector a(i) acts element-wise on
hidden states yi of each subdomain. Given the local NN, the goal is to estimate the unknown
parameters θi, i = 1, ...,M , given the local set of data (x,ui(x)), x ∈ Gi. To find the optimal
parameters, similar to Eq. (18), a mean squared objective of type can be defined as:

θ∗
i = argminJi(θi), Ji(θi) = E(∥ûθi

(x)− u(x)∥22), ∀x ∈ Gi, i, ...,M, (21)

can be used.
However, the previously discussed local approximations suffer from discontinuities at the

interfaces between subdomains. To overcome this issue, interfaces between domains must be
constrained for a continuous approximation. Therefore, both gradient and function approxima-
tion must be the same at the interface for adjacent local NN approximations. Considering first
order continuity, the constraints:

ûθi
(x) = ûθj

(x), ∀x ∈ Γij , (22)

∂xûθi
(x)|x= ∂xûθj

(x)|x, ∀x ∈ Γij , (23)
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must hold. Here, ûθik
is the interface solution defined on the interface Γik = Gi ∩Gk, i ̸= k, and

possibly described by its own NN, for parallel computations.
By introducing the interface constraints in Eqs. (22-23) to the system, Eq. (18) rewrites as:

θi = argminJi, Ji(θi) = E∥ûθi
(x)− u(x)∥22, ∀x ∈ Gi, i = 1, ...,M, (24)

s.t. ûθi
(x) = ûθik

(x), ∀x ∈ Γik, (25)

∂xûθi
(x)|x = ∂xûθik

(x)|x, ∀x ∈ Γik. (26)

On the interface, the objective for ûθik
is defined as:

θ∗
ik = argminJik(θik), Jik(θik) =∑

j={i,k}

E(∥ûθj
(x)− ûθik

(x)∥) + E(∥∂xûθj
(x)|x−∂xûθik

(x)|x∥), ∀x ∈ Γik, (27)

for two adjacent domains ûθi
and ûθk

. For simplicity, in the further text one considers only
interfaces between two domains.

Numerical optimization requires reformulating Eqs. (24-26) as unconstrained optimisation
problem by introducing Lagrange multipliers λi:

Li(θi,λi) = Ji(θi) + λT
i Q(θi), (28)

with

Q(θi) :=

[
ûθi

(x)− ûθik
(x) = 0

∂xûθi
(x)|x−∂xûθik

(x)|x= 0

]
, ∀x ∈ Γik. (29)

The resulting optimisation problem is nonlinear, and can not be solved by alternating minimi-
sation [21]. Therefore, one has to linearize the constraints in Eq. (29) around the linearization
point θ̂i by using a Taylor expansion:

ūθi
(x) := ū(θi,x) = ûθ̂i

(x) + ∂θi
ûθi

(x)|θ̂i
(θi − θ̂i), ∀x ∈ Γik, (30)

and similar for its derivative

∂xūθi
|x:= ∂xū(θi,x)|x= ∂xûθ̂i

(x)|x+∂xθi
ûθi

(x)|x,θ̂i
(θi − θ̂i), ∀x ∈ Γik. (31)

Substituting Eqs. (30-31) into Eqs. (28-29), one obtains:

L̄i(θi,λi) = Ji(θi) + λT
i Q̄(θi), (32)

with

Q̄(θi) =

[
ūθi

(x)− ûθik
(x)

∂xūθi
(x)|x−∂xûθik

(x)|x

]
, ∀x ∈ Γik. (33)

The numerical algorithm for solving the previously stated optimization problem is described in
the further text.
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4 DUAL DECOMPOSITION ALGORITHM

The algorithm given in Alg. 1, is an alternating minimization algorithm [21]. It consists of
two main loops, an outer constraint loop and an inner local loop.

Completion of the constraint loop (2-11) is achieved, when both the Lagrange multipliers
λi and training parameters θi are converged. In the constraint loop, the first step is the com-
munication step between the network approximations in which interface approximation ûθik

is
updated. After that, the local loop is performed inside the constraint loop, followed by a step
in the Lagrange multipliers based on a gradient-based optimizer.

Termination of the local loop (4-9) is triggered when the training parameters θi converge.
The local loop starts with a linearization of the local constraints around the current training
parameters θi according to Eqs. (32-33). After that, it performs multiple line searches with
the limited-memory Broyden Fletcher Goldfarb Shanno (L-BFGS) optimizer [22] to update the
training parameters. After each line search the values of Eq. (29) and Eq. (33) are compared to
check if the linearization fails. Only if the linearization fails, a new linearization for the updated
weights is performed. Otherwise, the same linearization is taken for multiple line searches.

Algorithm 1 Neural network dual decomposition

1: θi ∼ HeNormal, λi = 0, α = 1 · 10−4, αi defined by Hager-Zhang line search
2: while 1

Nλi

∥λi+1 − λi∥22> 0 do

3: Update interface approximation ûθik

4: while Lu+1
i − Lu

i > 0 do
5: Compute Q̄(θi) to linearize L̄i(θi,λi) =

1
Nxi

∥ûθi
− u∥22(xi)

+λT
i Q̄(θi)

6: while 1
NC

∥Q(θk
i )− Q̄(θk

i )∥22= 0 do

7: Approximate ∂L̄i

∂θi
≊ p for new direction by L-BFGS

8: Take line search step θk
i = θk−1

i − αip
9: end while

10: end while
11: Update Lagrange multipliers λk

i = λk−1
i + αQ(θk

i )
12: end while

5 Results

Let be given the steel beam in Figure 1a that is clamped on the left side. A vertical point load
of 1000N is applied on its right end. The steel beam’s geometric and material properties can be
found in Table 1. Discretized into 1000 linear beam elements, the beam is simulated with the
FEM to get the vertical displacement field of the beam. This results in 1001 nodal positions and
displacements along the beam, which are split into two datasets. At the intersection of the two
datasets, as shown schematically in Figure 1b, some of the information from the FEM simulation
is neglected to resemble a gap of 60 data points (6 mm) between the two approximations.
Consequently, each local dataset consists of 441 equally distant training points. Two NNs
ûθ1(x) and ûθ2(x) are generated, with their properties shown in Tab, to approximate the
vertical displacement fields along the beam for the two datasets. 2. In Figure 1b, the interface
point Γ12 is denoted as a large dot. On the interface point, four Lagrange multipliers are defined,
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two for each local domain, for the constraints in displacements and displacement gradients. It
is assumed that prediction ûθ12(x12) on the interface is equal to (ûθ1(x12) + ûθ2(x12))/2 for
x12 ∈ Γ12 and similar for the displacement gradients, since the solution in 1D is very simple.
Another important preparation step is to normalize the input and output values on the interval
(-1,1). This is trivial for most of the data. Special care is only taken when normalizing the
displacement gradient constraints given in Eq. (29), which is normalized by setting:

∂xû
n
θi

=
2

π
arctan (∂xûθi

). (34)

This approach utilizes trigonometry to bound the gradient ∂xu
n
θi

on the interval (−1, 1).
To look into the effectiveness of the proposed algorithm, its convergence is analysed. Figure

2 shows the loss of Eq. (28) for domains D1 and D2. The graphs show the training loss in
logarithmic scale over the iterations of the algorithm. In both figures, it is observed that the
loss converges to a fixed value quickly after the first iteration. In addition to that, the final value
of the losses is slightly higher than the loss after the first iteration. This can be explained by the
fact that the Lagrange multipliers are initialized at zero and updated after the first iteration.
At this point, the constraints are introduced to the loss value, increasing it. After that point, a
trade-off between the domain approximation and the error at the interface must be made in the
following iterations. It can be seen that after 5-10 iterations the loss stabilizes to a fixed value
in both figures, showing convergence of the algorithm.

The exact effect of including the interface constraint in the loss function is shown in Figures
3. In these, Figures 3a and 3b show the converged approximations of the two networks defined in
domains D1 and D2 with and without the interface constraint. In each graph, two approximation
lines for domains D1 and D2, and two vertical lines, which indicate the region without data
points, can be observed. In addition to that, black dots are shown to indicate the data from the
FEM data set. The improvement by the algorithm on the interface is clear. While on Figure
3a, the two NN approximations have a small discontinuity and their gradients are different, 3b

(a) (b)

Figure 1: a) schematically shows a clamped beam that is loaded vertically. b) schematically
shows the beam from (a) as discretized points with a gap in the middle and a point as interface.

Table 1: Beam properties for the finite element simulation.

Dimensions [mm3] Young’s Poisson Element Number of

width x height x length mod [MPa] ratio type elements nodes

10 x 10 x 100 21000 0.3 linear beam 1000 1001
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Table 2: Neural network parameters.

Network Architecture Activation Optimizer Batch Initializer

name width x depth function size

ûθ1 10 x 2 swish L-BFGS 441 He Normal
ûθ2 10 x 2 swish L-BFGS 441 He Normal

(a) Convergence of the loss function in domain
zero.

(b) Convergence of the loss function in domain
one.

Figure 2: Loss functions during operation of the algorithm. The first iteration shows all until
convergence while the later steps only show converged final loss values.

indicates that the NN approximations are on top of each other with the same gradient on the
interface point. The relative error Figures 3c and 3d zoom in on this observation. In these, the
relative error is defined as:

erel =
|ûθi

(x)− u(x)|
|u(x)|+1

,

which uses a modified relative error to cope with the zero value NN approximations. In the
figure, the relative errors of each NN approximation, denoted as domains D1 and D2, are shown
up to the interface. A clear discontinuity shows near the interface before the algorithm (Fig.
3c) that is then greatly reduced and made continuous after the algorithm (Fig. 3d). Without
the interface constraint, the highest relative error is 1.75% and the gradients are in opposite
directions. After convergence, it can be seen that the slopes are aligned and the predictions
are very close to each other, with an error of less than 0.2%. At the same time, the highest
error reduced by a factor of around 2.5, while the local predictions are barely influenced by the
interface modification.
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6 Conclusion

ADDM to split a global NN approximation into simpler local NN approximations is presented.
The local NNs are updated by a local loss functions using gradient-based solvers. To keep a
continuous prediction, interface constraints are introduced on the local losses. The interface
constraints are enforced by Lagrange multiplier, resulting in an unconstrained problem, which is
done by an alternating minimization according to Algorithm 1. The method is presented on a 1D
beam problem in which the beam is split into two approximation domains. It is found that the
method greatly reduces the interface discontinuity, to smoothly connect the two local domains.
Given the promising results, in the future, this method will be extended to multiple dimensions
and more complex problems. In addition to that, theoretical proofs for its convergence need to
be elaborated.

(a) Predictions without interface constraint. (b) Predictions with interface constraint.

(c) Relative error without interface constraint. (d) Relative error with interface constraint.

Figure 3: Neural network predictions before and after the algorithm. The Blue lines are predic-
tions and relative errors of D1 and the orange lines the predictions and relative errors of D2.
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