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Abstract. In this work, we consider one key component, namely the wave equation, of a
recently proposed space-time variational material model. The overall model is derived from
a thermodynamically consistent Hamilton functional in the space-time cylinder in which me-
chanics, temperature and internal variables couple. Through the derivation, rather unusual end
time conditions for the second-order in time wave equation arise. In order to understand their
behavior better, we solely focus on the wave equation (neglecting temperature and internal
variables) and formulate a Galerkin finite element discretization in time and space. Based on
this discretization and the corresponding implementation, some numerical simulations are con-
ducted. Therein, both traditional initial conditions for the displacements and the velocities are
considered, as well as our newly proposed conditions for initial time and final time acting on
the velocity variable only.

1 Introduction

This conference proceedings paper is devoted to a space-time Galerkin finite element dis-
cretization, the implementation and numerical simulations of the wave equation. The wave
equation, to be more specific the elastic wave equation, is a component of a larger model ob-
tained from a space-time thermodynamically consistent Hamilton functional recently consid-
ered in [14]. Therein, an extended Hamilton principle is formulated that allows to derive in
a consistent fashion coupled systems for mechanics, temperature and internal variables. The
same idea can be applied to flow and internal variables [13].



Philipp Junker, Julian Roth, Thomas Wick

The main idea roots back from the classical principle of stationary action, where the action
is defined as the momentum vector mv of a mass m with velocity v integrated along the path
du. This action transforms to

A :=

∫
I

2K dt

with the kinetic energy K = 1
2
m∥v∥2 and the time interval I := (0, T ) in which the experiment

is conducted. The quantity T > 0 denotes the arbitrarily chosen end point in time. Replacing
one of the kinetic energies by the first law of thermodynamics for conservative systems of rigid
particles, i.e., K + U = const with the potential energy yields

A =

∫
I

L dt

with the Lagrange function L := K − U . An analogous way is possible also for deformable
continua, even when dissipation takes place, see [14]. Here, it was noticed in the geometrical
interpretation of a space-time cylinder, integration over the entire boundary are usually con-
ducted, except of the top cover. Considering also the top cover yields a holistic integration over
the entire surface of the space-time cylinder and has the practical implication that, instead of
the common initial condition for the zeroth and first temporal derivative (displacement and ve-
locity), conditions for the velocity at the beginning and the end of the time interval need to be
prescribed.

Space-time modeling in computational mechanics and applied mathematics is well-known
[15, 6, 22], but received great attention in the last three decades thanks to (parallel) computa-
tional resources in high-performance computing capacities such that, for instance, space-time
multigrid solvers could be designed [9] and 4D space-time solution schemes [19]. Early work
is [11, 12, 17], and work on the wave equation is [11, 12, 2, 6], and studies in fluid-structure
interaction (in which the elastic wave equation is part of) include [21, 20, 8, 23].

The key objective of this paper is the computational investigation of rather unusual condi-
tions on the wave equation. Usually, mainly due the causality in time, two initial conditions
are prescribed for the second-order in time wave equation in order to have a well-posed sys-
tem. These two initial conditions consist of one condition for the displacement variable and
one condition for the velocity variable. In [14], starting from an extended Hamilton principle
and working in the space-time cylinder, we arrived naturally into one initial condition for the
velocity variable (as classically known), but also at one end time condition for the velocity vari-
able (a new finding). First of all, the system is still assumed to be well-posed as two conditions
continue to apply. However, the initial condition for the displacements is replaced by a final
time condition for the velocities. This raises questions in our usual understanding as we pretend
to know the end time state a priori. A closer mechanical inspection reveals that this system is
not that unrealistic as we prescribe an end time condition for the velocities, which means that
the system at the end time is in some thermodynamic equilibrium. For instance, v(T ) = 0 at
the end time T means that the system comes to rest, while some v(T ) = vend > 0 means that
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the system moves with some constant velocity beyond the end time T . To the best of our imag-
ination, such assumptions are valid. Finally, we notice that we do not prescribe displacement
conditions, thus, the mechanical state (specifically at the end time) in terms of displacements is
not known a priori, which is reasonable. We agree in view of the published literature and (jus-
tified) statements therein, e.g., [11][p. 340] that further work and understanding is necessary,
for which this conference proceedings paper is one first step in terms of a numerical space-
time Galerkin discretization and some numerical simulations. Therein, the main purpose is to
compare classical initial conditions and the newly proposed initial/end time conditions for the
velocities.

The outline of this paper is follows. In Section 2 the wave equation is introduced in space-
time format and its Galerkin space-time discretization. Then, in Section 3 some numerical
simulations are carried out. Our programming code is open source for which the links are
provided in Section 4. Finally, our work is summarized in Section 5. Therein, future directions
of our next investigations are given.

2 Space-time modeling and space-time finite element discretization

In this section, we design function spaces and we use them to state a weak formulation. In the
function spaces, we work as usual: Dirichlet type conditions are built into the function spaces,
while Neumann type boundary conditions appear naturally through integration by parts in the
weak formulation; see e.g., [4, p.3 and Chapter 5] or [3].

2.1 Space-time domain

Let Ω ⊂ Rd be a bounded domain (arbitrarily connected set of points), where d = 1 (in
this paper) is the spatial dimension. Let ∂Ω be a sufficiently smooth boundary such that an
outward pointing normal vector n can be defined. Next, the time interval is denoted by I =
(0, T ) with the end time value T ∈]0,∞[. The closures of Ω and I are denoted by Ω̄ and Ī ,
respectively. Now, let Rd+1 be the (d+1)-dimensional Euclidian space with points (x, t), where
x = (x1, . . . , xd) ∈ Rd. The space-time cylinder is defined by

Q := Ω× I.

The boundary of the space-time cylinder is defined by

∂Q = {∂Ω× I} ∪ {Ω× ∂I}.

The lateral surface (i.e., classical boundary conditions of the spatial domain) of the space-time
cylinder is defined by {∂Ω × I} whereas the end faces are defined by {Ω × ∂I}. To capture
the entire space-time cylinder, we thus need to define the boundary conditions at all surfaces.
Specifically, we notice that ∂I = {0, T} with ∂I = ∂I0 ∪ ∂IT , wherein the boundary part
∂I0 = {0} constitutes the well-known initial condition. Specific definitions for t = T (end time
space-time cylinder face) are rather unusual in the classical literature, but extensively discussed
and motivated in [14]. Lastly, we notice that ∂Ω = ∂ΩD ∪ ∂ΩN with a Dirichlet part ∂ΩD and
a Neumann part ∂ΩN .
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2.2 Function spaces

We begin with the vector-valued displacement variable u. To be general, let us assume non-
homogeneous Dirichlet conditions u∗ on the boundary ΩD. To this end, we define for the spatial
(not yet time) components

V u
0 := {u ∈ H1(Ω)| u = 0 on ∂ΩD} ,

where the Index 0 indicates that we are dealing with homogeneous Dirichlet boundary condi-
tions1. Specifically, V u

0 serves as space for the test functions, namely the displacement varia-
tions δu. By a suitable extension of the Dirichlet boundary data (e.g., [3, Chapter II, §2] or [16,
Chapter 2]), the trial space for u is V u := {u∗|ΩD

+ V u
0 }. In time, we assume L2 regularity, as

it is usually done [7]. This means,

u ∈ Xu := L2(I, V u), δu ∈ Xu
0 := L2(I, V u

0 ) .

Again, the index 0 in Xu
0 indicates that the spatial space V u

0 has homogeneous Dirichlet bound-
ary data.

Next, we discuss the vector-valued velocity variable v. Since we have no spatial boundary
conditions and due to regularity, we set for the spatial part

V v := L2(Ω) ,

which is well-known in this context, e.g., [2]. The time-dependent Sobolev space then reads
Xv := L2(I, V v) such that

v ∈ Xv, δv ∈ Xv .

In the space-time solution, the goal is to determine both variables in a way such that [2, 10] or
[24, Chapter 5] holds

u ∈ Xu
0 , v ∈ Xv, v̇ ∈ L2(I, (V u

0 )
∗).

Here, (V u
0 )

∗ is the dual space associated to V u
0 . The dual space consists of all linear, bounded

mappings from the space V u
0 into the real numbers R, i.e., (V u

0 )
∗ := L(V u

0 ,R). For further
information on dual spaces, we refer the reader to functional analysis textbooks, e.g., [5].

2.3 Weak and strong formulations

We denote the left hand side bilinear form by A[w](δw). Therein, w is the trial function and
δw is the test function. The right-hand side is denoted by L(δw). The space-time mixed system
weak formulation reads:

Proposition 1 (Weak formulation) Let ρ > 0 be the density and σ = α∇u be the stress
tensor, with the material parameter α = 1. Find v ∈ Xv and u ∈ Xu such that

Au[u,v](δu, δv) = Lu(δu, δv) ∀{δu, δv} ∈ Xu
0 ×Xv

1The rigorous mathematical justification of boundary conditions requires the trace theorem; see e.g., [4, Section
1.6 and Chapter 5].
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where the semi-linear form is given by

Au[u,v](δu, δv) =

∫
I

∫
Ω

ρ v̇ · δu dV dt+

∫
I

∫
Ω

σ : ∇δu dV dt−
∫
∂I

∫
Ω

ρv · δu dV ds

−
∫
I

∫
Ω

ρv · δv dV dt+

∫
I

∫
Ω

ρ u̇ · δv dV dt,

and the right-hand side functional is given by

Lu(δu, δv) =

∫
I

∫
Ω

f ⋆ · δu dV dt−
∫
I

∫
∂ΩN

t⋆ · δu dA dt−
∫
∂I

∫
Ω

ρv⋆ · δu dV ds .

Here, b⋆ are right hand side volume forces that are specified below. Traction forces are assumed
to be zero, i.e., t⋆ = 0.

In order to make a quick relation to models that start from strong formulations, we introduce
for the reader’s convenience the strong form, too. When the integral formulation holds for
each sub-space-time cylinder Q̃ ⊂ Q and assuming sufficient regularity of the integrands, the
fundamental lemma of calculus of variations yields that the equations hold pointwise in the
classical sense, and we obtain locally the equivalent mixed system in strong form: Find u :
Ω̄× Ī → Rd and v : Ω̄× Ī → Rd such that

ρv̇ −∇ · σ = b⋆ ∀(x, t) ∈ Ω× I,
u̇− v = 0 ∀(x, t) ∈ Ω× I,
σ · n = t⋆ ∀(x, t) ∈ ∂ΩN × I,

u = u⋆ ∀(x, t) ∈ ∂ΩD × I,
v = v⋆

0 ∀(x, t) ∈ ∂Ω× {0},
v = v⋆

T ∀(x, t) ∈ ∂Ω× {T}.

2.4 Galerkin finite element discretization

We employ a natural space-time finite element discretization with continuous Galerkin (cG)
schemes both in space and time, i.e. time is treated as another spatial dimension in the FEM
program. The discretization is based on (d + 1)-dimensional simplices, e.g. for d = 1 we
use triangles and for d = 2 we consider tetrahedra. In this work we consider hyperrectangular
domains with Nt ∈ N elements in the temporal direction and Nx ∈ N elements in each spatial
direction.

3 Numerical simulations

In this section, several computations for two configurations are carried out. The program-
ming codes are open source and mentioned in Section 4. The space-time domain Q is composed
by Ω = (0, 1) and I = (0, 4). The right hand side is given by

f ⋆(x, t) = (2− x(1− x)) sin(t),
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from which by inserting into the PDE, we obtain the manufactured solution

u(x, t) = sin(t)x(1− x), v(x, t) = cos(t)x(1− x).

The space-time boundary conditions are obtained from the manufactured solution, specifically

u(0, t) = 0, u(1, t) = 0, u(x, 0) = 0, u(x, 4) = sin(4)x(1− x),

v(0, t) = 0, v(1, t) = 0, v(x, 0) = x(1− x), u(x, 4) = cos(4)x(1− x).

3.1 Initial conditions for displacements and velocities

In this first example, the conditions

u(x, 0) = 0, v(x, 0) = x(1− x)

serve as initial conditions, which correspond to the classical setting. Our findings are displayed
in Figure 1 in which the finite element solutions uh and vh are graphically compared with the
manufactured solutions. Moreover, the discretization errors u− uh and v − vh are graphically
displayed. In Table 1, the space-time L2 discretization error ∥u − uh∥L2(Ω×I) is evaluated.
Therein, we observe quadratic convergence in the space-time error.

Figure 1: Example 1: Displacement and velocity field in the space-time cylinder for Nx = 100 and Nt = 100. Left
finite element solutions uh and vh. Middle analytical (reference) solutions u and v. Right graphical illustration of
the discretization errors u− uh and v − vh, respectively.
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Nx Nt L2 error
50 50 3.7018 · 10−3

100 100 7.4361 · 10−4

200 200 2.2195 · 10−4

400 400 6.6875 · 10−5

Table 1: Example 1: Space-time L2 error ∥u− uh∥L2(Ω×I).

3.2 Initial and final time conditions for velocities

In this second example, the conditions

v⋆
0 := v(x, 0) = x(1− x), v⋆

T := v(x, T ) = cos(4)x(1− x)

serve as initial condition and final time condition, which are displayed in Figure 2. Our findings
are displayed Figure 3. While the graphical solutions of uh and vh are similar to Figure 1,
the error distributions and their nominal values are much larger; Figure 3(right). These results
are confirmed by a quantitative convergence analysis made in Table 2, Table 3, and Table 4.
Uniform refinement in both space and time does not yield an error reduction in the L2 norm.
The same holds for fixing the time and refining in space. Only fixing space and refining in time
yield error reductions. From these computational observations, we infer that the time step size
should be chosen much smaller than the spatial step size. A further analysis about the reasons
remains necessary as future work. Besides the validity of the final time condition itself, also the
finite element discretization itself might be a reason for the convergence behavior.

Figure 2: Example 2: Plotting the initial and final time conditions.
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Figure 3: Example 2 (equidistant refinement): Displacement and velocity field in the space-time cylinder for
Nx = 100 and Nt = 1000. Left finite element solutions uh and vh. Middle analytical (reference) solutions u and
v. Right graphical illustration of the discretization errors u− uh and v − vh, respectively.

8



Philipp Junker, Julian Roth, Thomas Wick

Nx Nt L2 error
50 50 7.7302 · 10−2

100 100 7.7526 · 10−2

200 200 7.7180 · 10−2

400 400 7.7138 · 10−2

Table 2: Example 2: Space-time L2 error ∥u − uh∥L2(Ω×I) using equidistant refinement in the time and space.
The space-time error does not descrease.

Nx Nt L2 error
100 50 7.8989 · 10−2

200 50 7.9097 · 10−2

400 50 7.9198 · 10−2

800 50 7.9225 · 10−2

Table 3: Example 2: Space-time L2 error ∥u − uh∥L2(Ω×I) by fixing time and refining in space only. The
space-time error slightly increases.

Nx Nt L2 error
50 100 7.1580 · 10−2

50 200 5.5610 · 10−2

50 400 3.1813 · 10−2

50 800 1.5980 · 10−2

50 1600 1.0221 · 10−2

50 3200 8.6135 · 10−3

50 6400 8.1999 · 10−3

Table 4: Example 2: Space-time L2 error ∥u − uh∥L2(Ω×I) by fixing space and refining in time only. The
space-time error decreases with slightly less than linear convergence in the middle and later slower convergence.

4 Open source programming code

The programming code is based on FEniCS [1] and publically available on GitHub [18].
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5 Conclusions

In this work, we computationally investigated the wave equation in terms of two sets of dif-
ferent space-time boundary conditions. First, classical initial conditions on the space-time cylin-
der bottom were prescribed. Second, newly proposed conditions, namely initial time and final
time (space-time cylinder top cover) conditions for the velocities were prescribed. The latter de-
rive directly from a thermodynamically consistent Hamilton functional. As these velocity-only
conditions are rather unusual, the main purpose of this study was to built some further under-
standing on the meaning and influence of the velocity final time condition. Here, we found that
that the time mesh must be finer (smaller time step sizes) than the spatial mesh. We plan to
conduct further numerical studies and numerical analysis in order to understand the reasons.
Furthermore, numerical realizations with space-time Galerkin finite element and computations
of the full thermo-mechanics model with internal variables are planned.
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