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Summary. This paper presents a Local Immersed Boundary Method (LIBM) applied on curvi-
linear grids to simulate turbulent flows around obstacles with geometrical complex details. With
this approach, the governing equations are solved with a finite volume solver using a wall-resolved
technique over the body-conformal region of the mesh, whereas an Immersed Boundary Method
(IBM) is applied to account for the complex geometrical details. The IBM method consists in
forcing the solution through a wall function at some discretizations points close to the immersed
details. When the background mesh is too coarse in the vicinity of the immersed obstacles, mesh
adaptation is performed to properly capture the flow physics induced by the presence of the im-
mersed obstacle. The preprocessing is achieved with Cassiopée modules and the flow simulation
is performed by solving the compressible Reynolds-Averaged Navier-Stokes (RANS) equations
with the flow solver CODA (CFD for ONERA-DLR-AIRBUS) 1. This approach has been ap-
plied to simulate turbulent flows around a 2D multi-element airfoil. The results obtained show
that the local IBM approach is an efficient method to deal with geometrical complex obstacles
as it allows a significant reduction of the mesh generation effort without compromising the flow
solution accuracy.

1 INTRODUCTION

The growth in computational power resources coupled with the increase in robustness and
accuracy of numerical solvers witnessed over the last few decades have made Computational
Fluid Dynamics (CFD) an increasingly important part of aircraft design. As a result, Reynolds-
Averaged Navier-Stokes (RANS) simulations on body-conformal meshes are commonly per-
formed to asses the aerodynamic properties of aerospace vehicles. However, for realistic aircraft
configurations with complex geometries, the mesh generation step is time-consuming. It requires
manual interaction, expertise and therefore represents the bottleneck of the CFD workflow. This

1CODA is a CFD software jointly developed by ONERA, DLR, Airbus and their European research partners.
CODA belongs to ONERA, DLR and Airbus.
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issue becomes even more important in the pre-design phases due to the large number of poten-
tial configurations. Low-fidelity CFD tools (lifting-line, panel method, etc.) are usually used at
these stages to quickly get aerodynamic performance trends, but these models are limited by
numerous flow assumptions. The aim of the present work is to propose a mid-fidelity CFD tool
based on RANS simulations with a local immersed boundary approach, in order to alleviate the
mesh generation effort around geometrical complex obstacles. Unlike the body-fitted approach,
IBM simulations are performed on meshes that do not conform to the obstacle shape. As a
results, IB methods seems to be well suited to overcome the aforementioned grids constraints
for complex geometries.

The IBM concept was first introduced by Peskin [15] to simulate blood flow in the cardiovas-
cular system. Since then, many variants of this method have been developed to simulate a wide
range of flow problem. Mittal and Iaccarino [8] classified these variants in two families: the con-
tinuous forcing approach and the discrete forcing approach. The former consists of introducing
a source term in the governing equations in order to mimic the effect of the immersed obstacle
on the flow. This approach is well suited for immersed elastic boundaries with low Reynolds
number, but can lead to severe stability constraints as well as lack of accuracy in a presence of
rigid bodies [8]. Moreover, the smoothing functions used in this approach to ensure a gradual
switch between fluid and solid regions also leads to an inability to provide a sharp represen-
tation of the IB, which is undesirable for high Reynolds number flows [8]. The latter consists
of a direct imposition of the flow solution at some discretizations points close to the immersed
walls, is suitable for rigid bodies and high Reynolds number flows as no smoothing function is
required at the fluid-solid interface. However, this approach is less suitable for moving IB, as
IBM preprocessing should be performed at each flow solver iteration to update the location of
the forcing points with respect to the IB motion.

Another way of categorizing IB methods is according to whether they are intended to be
used at a local or a global level. With the global approach the IB method is applied to the
entire obstacle, whereas in the local approach only geometrical details are taken into account
by the IB method. In the literature, IBM is usually applied to the whole obstacle within a
Cartesian mesh [18, 14, 4, 12]. The main advantages of Cartesian grids are ease of mesh gen-
eration and computational efficiency (memory and CPU savings), especially when simulations
are carried out using Cartesian solvers. However, for unstructured industrial solvers, Cartesian
mesh topology is not suitable due the large number of cells required to simulate high Reynolds
number flows. In fact, for wall-bounded turbulent flows, it is desirable to use a mesh topology
with grid lines aligned with streamlines. This makes it possible to use high aspect ratio cells at
the walls instead of being constrained by isotropic cells with a Cartesian mesh, and therefore
leads to a significant reduction in the overall cell count of the body-conformal grid compared to
a Cartesian grid. Various studies [10, 6, 16] have demonstrated that it could be advantageous
to apply IBM on body-conformal grids. Wei Jun Zhu et al. [21] have applied Local Immersed
Boundary Method (LIBM) on a curvilinear grid to simulate the turbulent flow past an airfoil
with moving trailing-edge flap using URANS simulations. Similar work was carried out by Löıc
Mochel et al. [9] to take in account technological effect on a simplified space launcher after-body
using Zonal Detached Eddy Simulations (ZDES).
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The goal of the present work is to demonstrate the ability of a local IBM approach to properly
take into account geometrical details such as slat and flap in a body-conformal mesh using RANS
simulations. The relevance of an LIBM technique lies in its ability to take advantage of both IB
and body-fitted methods: reduction of the mesh generation effort around geometrical complex
details and good solution accuracy, since the boundary layer is resolved in the body-conformal
region of the mesh.

2 DESCRIPTION OF THE WORKFLOW

The workflow of the LIBM technique presented in this paper is divided in two main stages:
the preprocessing and the flow simulation.

2.1 Preprocessing

The whole preprocessing is achieved with modules from the pre-/post-processing library Cas-
siopée [2] and is divided in three steps: the mesh adaptation, the blanking and the location of
IBM points.

2.1.1 Mesh adaptation

In the present LIBM approach, the geometrical detail is immersed in a pre-existing hexahedral
body-conformal grid. Unlike Cartesian grids, the cells anisotropy of body-conformal grids allows
a significant cell count saving when simulating high-Reynolds number flows. However, as the
mesh resolution decreases rapidly with respect to the wall distance, the cell size of the initial
mesh is usually too coarse to properly capture the geometry and the flow physics induced by
the immersed obstacle. When this happens, a hierarchical mesh adaptation is performed in the
vicinity of the immersed obstacle. At each iteration of the adaptation process, a region of cells
to be adapted is defined considering the first three layers of fluid cells and the first two layers of
solid cells as shown in Fig 1a. Since in our LIBM approach, the IBM forcing points are located at
a certain distance H from the IB (see section 2.2.2 for details), the region of cells to be adapted
is defined with respect to an offset of the real IB. The misalignment between the grid lines of
the initial mesh and the IB, as well as the anisotropic nature of the cells in the initial mesh
implies the use of a characteristic cell size hc as a metric to assess the mesh resolution at each
iteration. The process of isotropic mesh adaptation continues until the mesh resolution close
to the front of IBM forcing points (fluid-solid interface) becomes fine enough to satisfy the grid
requirements for the application of a wall model. The main parameters of the mesh adaptation
are the number of layers of fluid cells used to define the region of cells to be adapted and the
metric hc. The expression of hc given in (1) is defined for 2D cases only.

hc =
√

max(Si), i = 1, 2, 3, .., N (1)

Where N is the number of cells to be adapted and Si the area of cell i in the region of cells to
adapted.
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Figure 1: Preprocessing steps

2.1.2 Blanking and location of IBM points

The Immersed Boundary Method applied in this paper is derived from the ghost-cell direct
forcing formulation proposed in [18] and [5]. The computational domain is split into solid and
fluid regions using a blanking algorithm. A cell is marked solid if at least one of its nodes lies
inside the immersed obstacle. Solid cells are removed from the mesh after the blanking, resulting
in a staircase path in the vicinity of the obstacle. The immersed boundary condition is imposed
at IB target points located at the face centers of the staircase border. Each target point is
associated with an image point in the fluid region and a wall point in the solid region. Image
and wall points are constructed by projecting the target points along the normal to the wall,
either in the fluid domain (for image points) or in the solid domain (for wall points).

Several studies on IBM with the direct forcing formulation have pointed out the major role
of IB points location on the method accuracy [17, 3, 4]. In the present paper, IB target points
location corresponds the one proposed by Constant et al. [4] which ensures to have target points
in the logarithmic sub-layer of the turbulent boundary layer. This prevents the wall model from
being applied in the buffer region which is not well represented by most analytical wall model,
and also in the viscous sub-layer in order to avoid possible inconsistencies between the mesh reso-
lution and the wall model (due to the strong tangential velocity gradients in the near-wall region)
which leads to spurious oscillations on skin pressure and friction coefficient as observed in [17, 3,
4]. In practice, this means moving the front of target points away from the wall by a distance H
called the modelling height. Then, all fluid cells with a wall distance to the immersed obstacle
less than H are also blanked and removed from the mesh. The modelling height H is computed
using turbulent boundary layer assumptions on a flat plate and depends on the Reynolds number
and the desired y+target value at target points. y+target is a user-defined quantity and is usually
chosen in the range 100 - 300, which corresponds to the logarithmic region of the boundary layer.

H =
√
2

y+target L

Re
√
f(Re)

, (2)

with :
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f(Re) = 0.058Re−0.2 (3)

L is the characteristic length of the initial obstacle (without the immersed detail).

2.2 Flow simulation

2.2.1 Governing equations

The steady-state mean flow is obtained by solving the compressible RANS equations within
the Finite Volume (FV) framework, using the industrial solver CODA [20].


∂ρ
∂t +

∂
∂xj

(ρuj) = 0
∂ρui

∂t + ∂
∂xj

(ρuiuj) = − ∂p
∂xi

+ ∂
∂xj

(τij) i = 1, 2, 3
∂ρE
∂t + ∂

∂xj
((ρE + p)uj) = − ∂

∂xj
(Qj) +

∂
∂xj

(τijui) ,

(4)

where ρ denotes the fluid density, u the velocity vector, p the pressure, ρE the total energy per
unit mass, τ the total shear stress tensor (viscous and Reynolds shear stress) and Q the heat
flux vector. The system of equations (4) is closed by the modified Spalart-Allmaras (SA-neg)
model described in [1] to account for the effects of turbulent fluctuations in the mean flow. A
second-order accurate Roe upwind scheme is employed for the spatial discretization, whereas a
linearized Euler implicit scheme is used for time integration.

In the body-conformal region of the mesh, a wall-resolved approach is applied to capture the
boundary layer, whereas the Musker wall law [11] is used to model the boundary layer of the
immersed detail.

2.2.2 Application of the immersed boundary condition

In contrast to the classical body-fitted approach, imposing the boundary condition in the
IBM region of the computational domain is not straightforward due to the staircase path of the
mesh in the vicinity of the immersed obstacle. A special treatment is required to mimic the
effects of the IB detail in flow. In our approach, the immersed boundary condition is imposed
at target points using the flow state at the corresponding image points. Since image points are
not discretization points of the mesh, the flow variables at image points are linearly interpolated
using the gradient of the variables at the computed fluid cells including the image points. The
gradient at these cells is reconstructed using the Green-Gauss method.

The pressure and the density are considered to be constant in the wall normal direction of
a turbulent boundary layer, we then have pA = pB and ρA = ρB (where A is a target point
and B is the corresponding image point). This LIBM approach is intended to be used for high-
Reynolds number flows involved in aeronautical applications. To mitigate the additional cost
of mesh resolution required to solve the viscous stress in a thin turbulent boundary layer, the
Musker wall models[11] is used to reconstruct the no-slip boundary condition at IB wall points.
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First, the friction velocity uτ is evaluated at the IB image point and is used to reconstruct the
tangential velocity ut at the IB target point as follow:

ut,A = uτf
(
y+A

)
, with y+A =

yAuτ
ν

(5)

The normal velocity un,A at target point A is computed by a linear interpolation as follow:

un,A =
yA
yB

un,B (6)

Where yA and yB are the distances of points A and B to the immersed wall boundary.

Knowing the pressure, the density and the velocity at IB the target points, the total energy
is computed at the IB target points by solving the third equation of (4) to account for compress-
ibility effects. The pseudo-viscosity ṽ of the Spalart-Allamaras model is also evaluated at the
IB target point A under the assumption of an equilibrium boundary layer, by solving following
non-linear equation as described in [14]:

ν̃4 − κuτyν̃
3 − κuτyν

3C3
v1 = 0 (7)

With y the distance between IB target points and the immersed obstacle and κ = 0.41 the Von
Karman constant.

2.2.3 Extraction of skin quantities on the immersed walls

As the mesh does not conform the immersed obstacles shapes, it is not possible to directly
extract the flow field quantities (pressure, density, turbulent viscosity, ...) at the computational
domain nodes. These quantities are extracted at the IBM wall points at a given iteration
similarly the flow field reconstruction at IBM target points as detail in section 2.2.2. The
pressure and density at each IBM wall point is extrapolated from its corresponding image point,
which leads to pW = pB and ρW = ρB. The skin pressure and friction coefficients are then
computed as follow :

Cp =
pW − p∞
1
2ρ∞U2

∞
(8)

Cf =
τω

1
2ρ∞U2

∞
=

ρWu2τ
1
2ρ∞U2

∞
(9)

3 VALIDATION OF THE LOCAL IBM APPROACH

For the validation of the LIBM approach, we compute the turbulent flow past a 2D multi-
element airfoil. The test case is taken from the NASA Turbulence Modeling Resource [13] and
corresponds to a section of the full-scale NASA CRM-HL configuration with the chord-wise
part located at y = 16.256 m. This configuration has been widely studied for verification and
validation of CFD solvers using the body-fitted approach [7, 19]. The aim of this study is to
demonstrate the ability of the LIBM approach to provide adequate simulation of the turbulent
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flow past the multi-element airfoil with a significant reduction of the mesh generation effort.
The simulation is performed with a Reynolds number of 5 million, a Mach number of 0.2 and
an angle of attack of 16 degrees. The airfoil is sketched on Fig 2 where the solid line represents
the main airfoil and the dashed lines represent the slat and the flap which will be immersed into
the body-conformal mesh of the main airfoil.

Figure 2: Multi-element airfoil: main body (black solid line), immersed bodies (blue dashed
lines)

3.1 Preprocessing steps

The first step of the preprocessing consists in performing a mesh adaptation of the initial
body-conformal mesh of the main body airfoil, in order to properly capture the geometry and
the flow physics induced by the immersed slat and flap (see Fig 3b). Then the blanking of the
adapted mesh (see Fig 3c) and the location of IBM points is carried out following the procedure
described in section 2.1.2. For this test case, the resolution close to IB is hc = 10−4 and the
targeted y+target value at IB target points is 100.

3.2 Results

3.2.1 Grid convergence study and comparison with BF results

The first step in validating the LIBM approach is to compare LIBM results with a reference
solution obtained on body-fitted mesh of the full multi-element profile. A grid convergence
study is then performed to ensure that the discretization error decreases with increasing mesh
resolution. For this purpose, CFD simulations are carried out on three different LIBM meshes
with increasing mesh resolution and one body-fitted mesh. For LIBM meshes the first cell size
in table 1 corresponds to the cell size close to the immersed obstacles. The mesh resolution over
the main body where the BF approach is applied is 5 · 10−6 for the three LIBM meshes.

Table 1: Meshes characteristics

Mesh Body-fitted LIBM coarse LIBM medium LIBM fine

Cell count 287 285 222 677 287 853 421 318

hc 5 · 10−6 5 · 10−4 1 · 10−4 5 · 10−5

In Fig 4, a first qualitative good agreement is observed in the momentum flow field computed
by the BF and LIBM approaches. Looking the streamlines trajectory, we can notice from the
BF results that the turbulent boundary layer over the slat and the flap is mostly attached. This
means that the Musker wall model, based on flat plate boundary layer assumptions should be
able to properly reproduce the flow physics in the vicinity of the immersed slat and flap. A
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(a) Initial mesh and slat shape geometry (b) Adapted mesh close to the slat

(c) Blanked mesh (d) Zoom on the blanked mesh

Figure 3: IBM preprocessing steps for the slat

quantitative comparison of skin pressure and friction coefficient distributions shows an overall
good agreement between the BF and LIBM approaches (Fig 5). A grid convergence is also
observed as the Cp and Cf distributions obtained with the LIBM meshes become closer to the
reference solution with increasing mesh resolution. Although the boundary layer is resolved
with the same mesh resolution over the main body for both approaches, a zoom on the pressure
coefficient shows a slight difference between the BF and LIBM solutions, especially at the leading
edge. This is due to the difference in the slat wake captured by the BF and LIBM approaches,
as the slat boundary layer is modelled in the LIBM approach and resolved in the BF approach.
Fig 6 gives a clearer representation of pressure and skin friction coefficients distributions on the
immersed details (slat and the flap). The wall model is well suited to reconstruct the velocities
profiles when the boundary layer is attached and fully turbulent. However, at the leading edges
(especially of the slat) the boundary layer is very thin and still laminar, therefore the wall model
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is applied out of its validity domain. This explains why the two approaches differ the most at
the leading edge of the slat (see Fig 6a and 6c).

(a) Body-fitted approach (b) LIBM approach

Figure 4: Momentum field in the streamwise direction

(a) Pressure coefficient (b) Skin friction coefficient

Figure 5: Skin pressure and skin friction coefficient over the whole profile

3.2.2 Comparison between local IBM and full IBM approaches

In this section, the efficiency of the LIBM approach compared to the traditional full IBM
approach has been assessed. For the full IBM approach, CFD simulations are performed with
the whole multi-element airfoil immersed in a Cartesian mesh. The mesh resolution for LIBM
and full IBM approaches is the same in the vicinity of the immersed obstacle. Fig 7 shows an
overall good agreement between the LIBM, the full IBM and the body-fitted approaches for
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(a) (b)

(c) (d)

Figure 6: Skin pressure and friction coefficients on the slat and the flap

the skin pressure and friction coefficients over the entire multi-element airfoil. However, on the
main body, the LIBM approach provides a slightly better result than the full IBM approach
because the boundary layer is resolved with the LIBM approach and modelled with the full
IBM approach. The application of a wall-resolved technique in the body-conformal region of the
mesh also results in better prediction of integral coefficients (drag and lift) on the whole multi-
element airfoil and therefore increases the solution accuracy of the LIBM approach compared
to the full IBM approach. In tab 2, the error on the drag and lift coefficients is computed using
the body-fitted result as the reference solution. This table shows that the coarse LIBM mesh
predicts drag and lift coefficients more accurately than the medium full IBM mesh, even though
the LIBM mesh has about 10 times less cells. This highlights the ability of the LIBM approach
to take advantage of the strengths of the both body-fitted (good accuracy) and IBM (less mesh
generation effort) approaches.

4 CONCLUSIONS

In this paper, a local application of the Immersed Boundary Method on body-conformal grids
has been presented. This LIBM approach consists in using a classical body-fitted technique
for simple geometry walls and to account for geometrical complex details thanks to IBM. An
isotropic mesh adaptation is performed in the vicinity of the immersed obstacle to properly
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(a) Pressure coefficient (b) Skin friction coefficient

Figure 7: Skin pressure and skin friction coefficient over the whole profile

Table 2: Integral coefficient on the whole airfoil

Mesh Body-fitted LIBM coarse LIBM medium LIBM fine Full IBM medium

Cell count 287 285 222 677 287 853 421 318 2 173 016

Error on Cl (%) 0 4.24 3.12 2.49 6.9

Error on Cd (%) 0 11.55 8.6 7 14.08

capture the geometry and the flow physics near the immersed obstacle. This approach has
been applied to simulate the turbulent flow past a 2D multi-element airfoil using compressible
RANS simulation. Flow variables are forced at IB target points using turbulent boundary layer
assumptions on a flat plate. Results obtained show that mesh convergence is achieved using
the LIBM approach, which demonstrate the ability of this approach to reduce the discretisation
error with increasing mesh resolution. A comparison between the LIBM solution and a reference
solution computed on body-fitted mesh of the whole multi-element airfoil show a good agreement
of the pressure and the skin friction distribution between the two approaches over the walls with
an attached boundary layer. Furthermore, some comparisons between the local and global IBM
approaches have highlighted the ability of the LIBM approach to provide a better prediction
of the integral coefficients (lift and drag) with a significantly lower cell count compared to
the global approach. The LIBM approach therefore seems to be an efficient tool to minimize
the mesh generation effort while keeping a good solution accuracy. Further work will aim at
validating this approach on 2D and 3D configurations involving a detached boundary layer.
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