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Summary.

Numerical modelling of spot welding processes (RSW) provide valuable insights in the be-
haviour of the process. Previous studies examined phenomena such as the formation of the
intermetallic compound layer in dissimilar welding, transport phenomena and the impact of the
electrode geometry on the weld formation. These numerical models enhance the industry by
predicting RSW quality in advance, enabling adjustments to welding schedules, where needed,
to ensure optimal weld quality. However, the translation of current numerical model predictions
to real-world welding scenarios faces some challenges by the uncertainties inherent to the process
and input parameters.

This paper explores uncertainty in spot welding numerical models, aiming to augment current
deterministic model predictions. To achieve this, the variation in input process parameters is
propagated through a finite element model, and the distribution of the output—mamely, the weld
nugget diameter—is analyzed. By propagating uncertainties, the central moments characterizing
the output distribution are derived, providing a more realistic representation of the real-world
spot welding scenario. The numerical model employed is a 2D axisymmetric multiphysical finite
element model, which offers temperature history and final nugget shape predictions using the
software Simufact Forming 2023.4. To reduce computation time, the study proposes a method for
simplifying measured current profiles while preserving energy input. This method is compared
with the original measured current profiles, and the resulting nugget diameters are evaluated.

Validation involves comparing the weld nugget geometry obtained through simulation with
actual measurements. The primary focus of this validation is to assess whether the finite element
model is capable of approximating the real-life variation in weld diameter by propagating the
variation in input process parameters, including the current profile and electrode force.
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1 INTRODUCTION

Resistance spot welding (RSW) is a widely used joining process in various industries, particu-
larly in automotive manufacturing, where it is employed to join thin overlapping metal sheets.
The process is favored for its energy efficiency, economic viability, and suitability for automation,
making it an essential technique in large-scale production environments [I].

The advancement of numerical modeling, particularly the finite element method (FEM), has
provided a powerful tool for simulating and optimizing RSW processes. Previous studies have
demonstrated that complex phenomena can be modeled using FEM, such as the formation of
intermetallic compound layer in dissimilar welding [2], transport phenomena [3] and the impact
of the electrode geometry on the weld formation[4]. These numerical models provide a detailed
prediction of thermal and mechanical behavior. As such, they allow us to study the RSW quality
in advance, enabling adjustments to welding schedules, where needed, to ensure optimal weld
quality without relying solely on costly and time-consuming physical experiments. However,
the practical application of these FEM models in industrial settings is often hindered by the
uncertainty and variability inherent in the real-world welding process. Even with fixed process
parameters, the results can vary significantly from one weld to another, highlighting the need for
models that can accurately predict and account for these uncertainties.

This research aims to bridge the gap between the theoretical capabilities of FEM and their
industrial application by focusing on the uncertainty in numerical resistance spot welding models.
Specifically, the study seeks to develop and validate a finite element model that is capable
of predicting the variance in the process output, namely the nugget diameter, which is an
important indicator of weld quality. By incorporating real-world measured data into the model
and performing sensitivity analyses, this research assess the effectiveness of these models in
replicating the observed variability in weld outcomes.

2 METHODOLOGY
2.1 Finite Element Model

The modeling of the welding process is based on the actual in-house spot welding setup,
described in section [2.3] For this, an electro-thermal-mechanically coupled finite element model
is developed using Simufact Forming 2023.4. A 2D axisymmetric approach is used to simplify
the geometry while maintaining the most important features of the welding process. The axis
of symmetry aligns with both the axis of the welding electrodes and the center of the welding
nugget, as illustrated in Figure
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Figure 1: Schematic representation of the 2D axisymmetrical model

The geometry of the model consists of four different bodies from top to bottom : the upper
electrode, the upper plate, the lower plate, and the lower electrode. The different analyses (i.e.
electrical, thermal and mechanical) share the same geometry and mesh. The mesh of the finite
element model consists of 6987 quadrilateral elements. A level-one refinement box is placed
at the contact area between the base plates, refining the weld zone twice. The electrodes are
modeled as rigid bodies to reduce computational complexity, focusing on interactions at the weld
zone.
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Figure 2: Schematic of the analyses coupling
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The electro-thermo-mechanical model is weakly coupled, meaning that there is no feedback to
previous analyses within a time-step. This is illustrated in figure 2 This coupling relies on small
time steps to accurately account for real current scenarios, such as alternating current (AC) with
a specific frequency [5].

Electrical analysis In this approach, an electrical analysis is performed to provide the thermal
analysis with a current density, which in turn generates heat due to the Joule effect. First the
electric field intensity vector E' is described as:

E=-VV (1)

where V' denotes the electrical scalar potential. From this, the total current density vector can
be obtained as follows:
J = [K] E. (2)

Here & is the electrical conductivity matrix, written as:

pﬁ 0 0
W={0 7; 0 (3)

0 1

Pzz

where pg;, pyy and p.. are the electrical resistivity in x-, y- and z-directions. This electrical
resistivity is temperature dependent and its value is of special importance at the contact interface
of two bodies, in this case the plate material. At the start of the welding cycle, the electrical
resistivity at these interfaces (electrode-plate and plate-plate) contribute significantly to the heat
generation [Il [2]. The contact resistance p. is modelled according to Bay-Wanheim [6] [7] as:

30 +
o = soft (Pl P2 i pﬂlm> (4)
on 2

where 04,7 is the yield stress of the softest material, o, the normal stress, p; and po are electrical
resistivity of the materials in contact and p g, is the electrical resistivity of the film contimanent
between the bodies. The layer thickness in this contact interface dy;,, is a modelling parameter.

The welding current I,,(t) is applied to the upper electrode, as illustrated in figure |1, and a
zero potential is applied to the lower electrode. Subsequently the Joule heat generation rate per
unit volume yields:

- -

Q(z,y)=JTE=ET[o]TE. (5)

Thermal analysis This heat generation Q(z,y) is used as an imput to the thermal analysis to
achieve the according thermal strains, contact changes and temperature profile. In this analysis,
the governing PDE equals:

dT
with A the thermal conductivity, T the temperature, p the mass density, ¢ the specific heat
constant and ¢(z,y) the rate of heat flux and convection. The initial temperature of this
analysis is set to 20°C and all external surfaces are modelled as convective with a convection
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coefficient h, = 50 W/ m?°C. Finally, the contact type at the body interfaces is evaluated based
on the temperature from this analysis. When the temperature at a node or segment reaches the
liquidus temperature (7; = 1517°C) and subsequently cools down to the solidus temperature
(Ts = 1466°C), a glue contact is established. In this context, the gluing temperature is defined
as the solidus temperature.

Mechanical analysis The temperature profile and contact conditions obtained from previous
analysis directly influences the mechanical properties of the material involved. In this model,
Young’s modulus F, the flow curves, and thermal expansion coefficient o are temperature-
dependent, while Poisson’s ratio is kept constant. To account for the mechanical effects during
the welding process, an electrode force F(t) is applied to the upper electrode, while the bottom
electrode is kept fixed in place. The governing equation the mechanical analysis solves is the
equilibrium equation:

V-G+f= p@ (7)

dt?

with o representing the internal stresses within the material, f the body force per unit volume,
p the mass density and U the displacement vector. Gravity is not taken into account and

. . . . 2 .
acceleration effects are generally neglected in spot welding, leaving f and ‘(liTél out of the equation,
simplifying the equation to:

V-3=0. (8)

The relationship between the internal stress & and the elastic strain €gastic is given by:
dg=0C: E:31<3,sti<:7 (9)

where C represents the fourth-order elastic stiffness tensor. The thermal expansion is accounted
for by:
E'thermal = O[(T - TO)7 (10)

where « is the thermal expansion coefficient, T is the current temperature, and Tj is the reference
temperature. Therefore, the total strain tensor € is expressed as:

€= gelastic + E;plastic + E’thermal‘ (11)

This formulation captures the combined effects of elastic, plastic, and thermal strains in the
material under the given conditions.

2.2 FEM performance and sensitivity analysis

A sensitivity analysis was conducted to investigate which model parameters most affect the
weld nugget diameter in the FEM of the resistance spot welding process. First, a surrogate
model of the finite element model is constructed using a polynomial chaos expansion (PCE).
This approach aids in efficiently approximating the complex behavior of the welding process
and works as a computationally cost-effective substitute for the finite element model [8]. The
inputs of interest in this model are four key process parameters—welding current profile (I,,),
welding time (Atyeiding), rise time (Atyise), and electrode force (Fjectrode)—as well as four
model parameters—thickness of the contact layer (dxx) and film resistance (pfiim,xx) for both
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plate-plate and electrode-plate contacts. The PCE is constructed by generating a Sobol sampling
of 300 samples over the 8 input parameters of the finite element model. This stratified sampling
method provides a more uniform and comprehensive exploration of the high-dimensional input
space compared to traditional Monte Carlo sampling, leading to faster convergence and more
accurate estimates with fewer samples. All input process and model parameters are modelled as

Table 1: Input process and model parameters

Input Parameter Nominal Value Unit Lower Limit Upper Limit
Welding current (Iy,) 7.2 kA 3.5 10.5
Welding time (Atyeiding) 70 ms 0.035 0.105
Rise time (Atyise) 10 ms 0.005 0.015
Electrode force (Fejectrode) 2.5 kN 1.25 3.75
Thickness PP (dpp) 5x107° m 2.5x107° 7.5x107°
Thickness EP (dgp) 5x1076 m 2.5x107° 7.5%x107°
Film resistance PP (piim pp) 5x1076 Q- m 2.5%1076 7.5%1076
Film resistance EP (pfim,pp) 5x1076 Q- m 2.5x1076 7.5x1076

uniform distributions. Their nominal values, lower limit a and upper limit b can be found in
Table [

The coefficients of the PCE model were calculated using the Least-Angule Regression (LARS)
method. This approach selects the most significant basis functions from a large set of potential
candidates, ensuring that the model remains both accurate and sparse. Additionally, a g-norm
truncation of 1 is applied , retaining a moderate amount of polynomial terms, in order to
avoid overfitting, yet capturing the complexity of the model. The resulting PCE converged at
polynomial degree 4 and has a Leave-One-Out (LOO) cross-validation error of 6.9 x 10~2.

Sobol indices Using the coefficients of the PCE surrogate model, Sobol indices are directly
calculated to assess the sensitivity of the weld nugget diameter to the different input parameters.
These indices reveal the contribution of each parameter to the variability in the weld nugget
diameter, allowing for the identification of which inputs have the greatest influence. The Sobol
indices are given by:

o Var[E[Y | X,

i Var[Y] (12)

where S; represents the sensitivity index for parameter i, E[Y | X;] is the expected value of the
output Y given parameter X;, and Var[Y] is the variance of the output [9, 10} 1T].

Figure |3| shows the first-order and total Sobol indices. The first-order indices illustrate the
individual contribution of each input parameter to the variation in the output. In this case, the
welding current predominantly influences the variation in the resulting weld diameter. Higher
welding currents typically produce larger nugget diameters, which is consistent with the increased
heat generation leading to more extensive melting at the weld interface. In addition to the
welding current, the welding time, electrode force, rise time and modelling parameters of the
electrode-plate interface also contribute to the variation of weld diameter, but to a lesser extent.
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Figure 3: Total Sobol indices (left) and First Order Sobol indices (right)

Additionally, the Sobol indices indicate that the electric film resistance (ppp) and thickness
(dpp) of the plate-plate interface do not directly contribute to the variation, as their first-order
indices are equal to zero. However, their interaction with other input parameters does influence
the variation in the output, as the total Sobol indices are non-zero.

SRC and SRRC sensitivity While Sobol indices are excellent for decomposing output
variance, they don’t offer insight whether the input parameters affects the output positively or
negatively. To address this, a sensitivity analysis is conducted using standardized regression
coefficients (SRC). This analysis is typically conducted within the context of multiple linear
regression models. In such models, the output Y is assumed to be a linear combination of the
input(s) X;. Standardizing the regression coefficients b;, which differ in scale, allows us to make
meaningful comparisons. This standardisation helps to identify which input parameter(s) most
significantly affects the model’s output. The standardized regression coefficient for an input X;

is calculated as:
bi X 00X,

Bi (13)

oy

where f3; is the unstandardized regression coeflicient, o, is the standard deviation of X;, and oy is
the standard deviation of the dependent variable Y. By rescaling the coefficients, SRC sensitivity
provides a clear, dimensionless measure of variable influence, aiding in the interpretation and
prioritization of factors for further investigation or decision-making in model optimization [12].

While the SRC can provide insight in the direction of the effect of input parameters, it assumes
a linear relationship. However, spot welding applications exhibit non-linear behaviour (weld
formation). As an extension to the SRC, the standardized ranked regression coefficients (SRRC)
are calculated as well. This involves replacing both the inputs X; and the output Y with their
respective ranks. After this rank transformation is performed, the SRC of this ranked data is
calculated, as priory shown, leaving us with the standardized ranked regression coefficients. This
method is particularly useful when the relationship between the input and output is monotonic
but not linear, which is ideal in this case [II]. In Figure {4 the SRC and SRRC are plotted
for each input parameter. From this, it is clear that the welding current I, 4ing, the welding
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Figure 4: Standardized regression and rank regression coeflicients

time Atyeiding and the electrode force Fectrode contribute the most to the formation of the
nugget width, which is consistent with practical expectations of the process. The electrode
force influences the diameter inversely proportional, which is to be expected. An increase in the
electrode force raises the normal stress at the faying interfaces, which decreases the electrical
contact resistance as can be seen in equation [d This reduction in resistance results in lower
Joule heat input and consequently a smaller final nugget. The larger differences between SRC
and SRRC for some input parameters, particularly the welding current and time, underlines the
non-linear relationship. The higher sensitivity in SRRC indicates that its effect on the output is
better captured by a rank-based method, which are robust against non-linearities.

2.3 DMaterials and experimental design

The electrical current (I,,) was measured during spot welding of 50 samples of S235 steel
plates with dimensions of 1 x 20 x 50 mm. Welding was executed using an ARO servo-actuated
RSW machine of pedestal type with a medium frequency direct current (MFDC) power source
(1000 Hz, 90 kVA). The welding parameters used in this study are listed in Table [2| The voltage
(Vi) across the electrodes was measured during welding. All samples are welded with electrode
caps with an ISO 8521 FE-15,8-5,5-30 geometry and are not replaced or cleaned in-between
different samples.

Table 2: Overview of welding parameters

Process parameter Value Unit

Welding current (I,,) 72 kA
Welding time (Atyeiding) 70 ms
Electrode force (Fepectrode) 2.5 kN

After welding, the samples are peeled and measured with a caliper according to ISO 10447:2006.
The nugget diameter obtained from these measurements is denoted as dpygget-
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3 RESULTS AND DISCUSSION
3.1 Model simplifications

As mentioned in the introduction, the objective of this research is to utilize the actual current
profile as input to the finite element model. However, this gives some computational challenges.
The electric current is measured for over a 100 milliseconds at a sampling frequency of 2 MHz,
resulting in a data array containing 200,000 data points. Performing a finite element analysis
with 200,000 time steps would require an impractically long computing time, and selecting
the number of time steps incorrectly could result in aliasing. Therefore, it is necessary to find
a method to simplify this current profile accurately in order to reduce the computation time
without significantly affecting the accuracy of the model.
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Figure 5: Measured and equivalent current profile

The method proposed in this research is based on conservation of the energy input into the
weld. The goal is to identify an electrical current profile consisting of only 6 data points that
delivers the same energy input as the measured original profile. To achieve this, the measured
voltage and current are utilized, and determining the equivalent current profile involves solving
an optimization problem. To begin with, the power at any instant in time ¢ is given as the
product of the measured voltage V,,(t) and current I,,(t):

Pw(t) = Vw(t) : Iw(t)' (14)

The total energy input over the entire welding time is calculated as:

tend
By = Py(t) dt. (15)

to
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As the measured data is sampled at a certain sampling frequency fsampling (2 MHz), the energy
needs to be approximated as:

N
By~ Y Py(ti) - At (16)
i=1
with At L__ Now an equivalent current profile is looked for, for which the difference is

- fsampling
minimized between the energy calculated from the original profile and that from the equivalent

profile. Specifically, the optimization aims to minimize the objective function:

N
G(X) = Z(Ew _Eeq(thi7vi))2' (17)
i=1
In this equation, X = [trise,Iwelding,twelding,tfan] represents the parameters of the equivalent

current profile, which include the rise time, welding current, welding time, and fall time. These
parameters and the shape of the equivalent current profile are illustrated in Figure

Results The equivalent current profile is generated for each welded sample based on the
measured signals. To test the effectiveness of this method, two finite element analyses are
performed: one using the original current profile with 10,000 data points and one using the
equivalent profile with 6 data points. Figure [6] illustrates the difference in the obtained weld
diameter for the first five welded samples, demonstrating that the proposed method effectively
preserves the weld diameter. When we compare those results using the percentage error as:

dactual - dequivalent % 100 (18)

€y =
dactual

we can see that this approach results in a substantial reduction in computation time, by a
factor of 1.85 for a signal of 100,000 samples, with an average percentage error of only 0.894%.
Moreover, it is evident that the error tends to be conservative, as the weld diameter is slightly
underestimated, which favors safety.

3.2 Model validation

To assess the model’s predictive capabilities, real-world measured data from the experiments
are propagated through the FEM. This analysis focuses on predicting the variance in weld
nugget diameters based on the input data variability. For all fifty welded samples, the generated
equivalent current profiles are used as inputs for the finite element analysis. The electrode force
was not measured and is considered constant at 2.5 kN in the FEA model. The simulated weld
diameters are compared with the actual measured weld diameters, as illustrated in Figure [7h. It
can be seen that the average predicted value of the weld diameters are similar. However, the
FEM simulations show a narrower range of variability compared to the real-world measurements,
suggesting that while the model captures the overall trend, it does not fully account for the
variability observed in practice.

Variation on electrode force In the current method, only the variation in the current profile
is considered, based on actual measured signals during welding. Although the electrode force was

10
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Figure 6: Comparison of nugget diameters of the original and equivalent current profile for 5 of the 50
samples

not measured, the sensitivity analysis of the model indicates that it also significantly influences
weld formation. Future work will involve measuring the electrode force; for now, we assume that
it varies in practice.

To estimate this potential variation of the electrode force, a deviation of 500 N from the
nominal value of 2.5 kN is considered. This approach results in three simulations per welded
sample: one at the nominal value and two at the extreme values of the electrode force. By
plotting the resulting minimum and maximum simulated weld diameters as error bars, we obtain
the graph shown in Figure [fb. Even if the variation in the electrode force falls within this
range, it is still insufficient to replicate the full extent of variation observed in reality through
simulations. Therefore, the variation observed is not solely attributable to the variability in input
process (i.e., the current profile and electrode force).

4 CONCLUSIONS

The main goal of this work is to take initial steps to increase the industrial relevance of finite
element models in spot welding applications. Incorporating uncertainty, which is inherent in
an industrial environment, would be highly valuable in identifying robust welding parameters.
These parameters—such as current, welding time, and contact pressure—should not only produce
a sufficiently large weld diameter but also minimize variability with respect to the process
input parameters. This study examines whether propagating the variation of the input process
parameter, through the model results in a variation in weld diameter that aligns with the
distribution observed in reality.

This paper presents a method to convert measured electrical current signals into a useful

11
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Figure 7: Comparison of nugget diameters between experiments and FEM simulations: (a) shows the
comparison without considering the electrode force, while (b) includes the variation on the electrode force
in the simulation.

equivalent to use as an input in finite element simulations, effectively addressing the computational
challenges associated with processing large input time series. This method is based on conserving
the energy input in the weld, while reducing the amount of data points to just 6 key data
points. This approach ensures that the weld diameter is accurately predicted while significantly
increasing computational efficiency. The effectiveness of this approach was validated through
finite element analyses comparing the results obtained from the original 10.000-point current
profile and the equivalent 6-point profile. The method results in a 65% reduction in computation
time, with a rounded 1% error in the predicted value. Although this method was applied to an
MFDC current signal, further research is needed to determine whether an equivalent current
profile for AC or other types of current profiles can be converted in a similar manner.

After propagating the equivalent current profiles in the model, the distribution of the simulated
weld diameters is compared with the distribution of the actually measured weld diameters. It
becomes evident that the distribution of the measured nugget diameters is larger, indicating that
the variation is not solely due to the electric current, despite its significant influence on weld
formation. Furthermore, the sensitivity analysis reveals that the electrode force also has a major
impact, and since it was not measured, it is incorporated as a vertex in the simulations. However,
even with taking the electrode force into account, the resulting distribution still does not match
the observed distribution in reality. This discrepancy underscores the need to consider modeling
properties that cannot be directly measured, using lack-of-knowledge techniques to address these
uncertainties. An inverse approach (as presented in [I3]) could also be employed to estimate
parameters such as contact resistances and the thickness of the contact layer.

12
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