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Abstract. The present study deals with the investigation of the applicability (by means
of parameter calibration), robustness and prediction quality of advanced constitutive soil
models for the numerical investigation of complex geotechnical problems. The range of
available constitutive soil models extends from simple linear to time-dependent and hy-
dromechanically coupled nonlinear modelling approaches. It is the user’s task to select a
constitutive model suitable for the problem at hand. This requires in-depth knowledge
of the soil behaviour as well as the strengths and weaknesses of the available constitu-
tive models, most of which have only been validated using element test simulations. The
procedure from parameter calibration using laboratory tests under well-defined bound-
ary conditions (element tests) to the simulation of boundary value problems is complex in
many respects and is often not followed with advanced constitutive models due to the large
number of parameters required and the necessary laboratory tests. In this paper, the pre-
diction quality of three models, namely Hypoplasticity with Intergranular Strain, Sanisand
and Hypoplasticity with Intergranular Strain Anisotropy is inspected. The investigation is
carried out based on back-calculations of laboratory tests and a well-documented model
test to evaluate their suitability in representing complex soil mechanical aspects, such
as the material behaviour under cyclic loading, particularly pore pressure accumulation.
The parameter calibration is performed both ”manually” as well as with a specially devel-
oped automatic calibration software. Subsequently, model tests of vibratory pile driving
in water-saturated sand are simulated using the previously calibrated parameters.

1 INTRODUCTION

The numerical simulation of geotechnical structures often requires the use of sophis-
ticated constitutive soil models, especially when the investigated structure is subjected
to cyclic loading. These constitutive models should accurately represent the mechanical
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behaviour of soil under different stress and strain amplitudes, including the accumulation
of pore water pressure in undrained or partially drained conditions and cyclic mobility
effects. Complexity of advanced constitutive models grows significantly as a result of ad-
dressing these effects. Besides the void ratio-, pressure-, and time-dependence of the soil
behaviour and the anisotropy of some soil types, the main challenge has been to repro-
duce the specific soil behaviour under cyclic loading. As a result, different mechanisms
have been incorporated into different families of constitutive models, such as history vari-
ables/surfaces and their evolution laws in elastoplastic frameworks [4, 1] or the intergran-
ular strain concept incorporated in hypoplastic models [14, 5], amongst others. Various
constitutive models coexist today and modifications, extensions, and new formulations are
proposed regularly. However, due to the complexity of the models, performance checks
are often only conducted based on element tests, see for instance [4, 13, 21, 19].

A comparison of the prediction quality in boundary value problems (BVPs) is often
missing but attracting growing interest, see e.g. [9, 15]. It is not surprising that the
assessment was absent, since simulations of BVPs require very thorough implementations
of the soil models to ensure sufficient numerical stability and robustness. As a result of
the requirement for robustness, (undocumented/uncommunicated) minor modifications of
the constitutive model are often necessary as well as detailed expertise. In this context,
we refer to [11] for modifications of the constitutive models used in this work.

Furthermore, these advanced constitutive models often require lengthy and complex
parameter calibration procedures involving a large number of tailored laboratory tests. In
this work, three sophisticated constitutive models are compared: Hypoplasticity with two
different extensions, the Intergranular Strain (Hypo+IGS ) extension and Intergranular
Strain Anisotropy (Hypo+ISA) extension as well as the Sanisand model. Due to the
large deformations during the pile penetration studied as BVP in this work, an updated
Lagrangian formulation is employed.

One of this paper’s objectives is to demonstrate that a parameter calibration for the
models at hand can be based on a few well chosen laboratory tests to reach a satisfactory
prediction of advanced BVPs. Moreover, one additional parameter set for the Hypo+IGS
model has been calibrated using a newly developed automated calibration software devel-
oped by the first author. It will be shown, that the automatically calibrated parameters
perform at least equivalent to the ones calibrated ”by hand”, while enabling a signifi-
cantly less time-consuming calibration process and, in particular, a significant reduction
in application hurdles when using advanced constitutive soil models.

2 VIBRATORY PILE DRIVING MODEL TESTS

The vibratory pile driving model tests have been performed by J. Vogelsang in Karl-
sruhe and are reported in [20]. A schematic sketch, a photo showing the front of the
container with marked positions of the pore pressure transducers (PPT) and a view from
above are given in Fig. 1a), b), c). In the symmetry axis, an acrylic front pane has been at-
tached, which serves as an observation window during the experiments. Along the pane,
the model piles were inserted displacing the soil. To prevent deflections of the acrylic
front pane, stiffening beams were added from the outside. A watertight connection of the
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individual segments allows the tests to be performed in water saturated soil.
The vibration-generating driving unit was bolted to the pile head in a free-riding man-

ner. A load cell between vibrator and pile measured the force during the driving process.
The experiments were thus performed force- and not displacement-controlled. A frequency
of f = 25 Hz with a static moment of the vibrator of Mstat = 5.33 · 10−3 kg·m has been
used. The aluminium pile had a diameter of dPile = 33 mm and a 60◦ pointed tip. The
combined mass of the pile, the load cell and the vibrator was mvib = 7.881 kg.

For the test considered in the numerical back-analysis, the soil height was 0.81 m
and the initial relative density Dr0 = 0.71. In order to ensure nearly water-saturated
conditions, dry so-called ”Karlsruhe Sand” was pluviated into the model container filled
with deaerated water. The water table has been set level with the soil during the pile
penetration process.

The index parameters of ”Karlsruhe Sand” are: median grain size d50 = 0.55 mm,
coefficient of uniformity CU = 1.53, grain density ρs = 2.65 g/cm3, minimum void ratio
emin = 0.549 and maximum void ratio emax = 0.851. The hydraulic conductivity k for
”Karlsruhe Sand” was determined experimentally with different soil densities in order to
estimate k for a given porosity n using the Kozeny/Carman equation [10, 3]:

k(n) =
1

C

γw

ηw
n3

(1 − n)2
d2e. (1)

Therein, γw = 10 kN/m3 is the dead weight and ηw the dynamic viscosity of the pore
water. The effective grain size of ”Karlsruhe Sand” is de = 0.5 mm and C = 308 [20].
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Figure 1: Schematic illustration of the test device a) and picture of the device b) with
the already embedded soil. A view from above is given in figure c). The pore pressure
transducers (PPT) are marked according to their location (not scaled, based on [20]). The
finite element model adopted for the simulation of the test is provided in figure d).
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J. Machaček, P. Staubach, M. Tafili, H. Zachert AND T. Wichtmann

3 NUMERICAL MODEL FOR THE BACK-ANALYSIS

The finite element code numgeo1 has been used for the simulation of the model tests.
The implementations of Hypo+IGS, Sanisand and Hypo+ISA in numgeo as described in
[11] have been utilised. The numerical model adopted for the simulation of the vibra-
tory pile driving tests is depicted in Fig. 1d). The numerical model has been discretised
using approximately 4000 elements. Quadratically interpolated u-p elements (see [23])
have been used to discretise the soil. The u-p element formulation neglects the relative
acceleration between the solid and the water phase and its applicability can be challenged
in case of wave propagation with high frequency and simultaneously high hydraulic con-
ductivity. In a preceding study [16], the influence of different element formulations on
the simulation results for the problem at hand was investigated. It was found that there
was little difference in the results for the various element formulations, and that the u-p
formulation is appropriate for the simulation of vibratory pile driving. Considering that
the numerical model is axisymmetric and the experiments have been conducted on half of
an axisymmetric physical model, the masses and forces of the pile-vibrator system were
scaled accordingly.

The zipper-method is used to avoid mesh distortion during the pile penetration process.
This method has been used in [2, 6] as well and makes the application of large-deformation
techniques such as the MPM or Eulerian based schemes obsolete for the problem at hand.
As is reported in [18], the application of a Coupled Eulerian-Lagrangian technique for the
simulation of the vibratory pile driving tests gives similar results as the zipper-method
but adds considerable numerical complexity. Using the zipper-method, the boundary of
the soil in the symmetry axis below the pile tip is not constraint by Dirichlet boundary
conditions in horizontal direction but by a contact constraint with a thin vertical extension
of the pile directly in the symmetry axis (see red line in Fig. 1d)).

As in the experiments, a load cell between the pile and the imbalance, as well as the
imbalance itself on top is considered in the numerical model (idealised as mass points).
As illustrated in Fig. 1d), the solid displacements are constrained perpendicular to the
bottom, left, and right boundaries. All contact surfaces are discretised using a surface-
to-surface approach (see e.g. [22] for details). The penalty method is used to enforce
the contact conditions in the normal direction. Friction between the aluminium pile and
the soil is modelled using a Coulomb friction model. The normal contact between pile
and soil is assumed to be inseparable, as water cannot separate from the pile, provided
no cavitation occurs. Accounting for minor air inclusions caused by the sand pluviation
process, a degree of saturation S ≥ 0.999 is assumed. Using the initial porosity of the soil,
the bulk modulus of the pore water is K̄w = 1.2 · 104 kPa.

4 PARAMETER CALIBRATION

Prior to the simulation of the vibratory pile driving tests, the constitutive parameters
of the sand used in the experiment (”Karlsruhe sand”) had to be determined for each

1numgeo (see [12, 11, 17] and www.numgeo.de) is an in-house finite-element program, developed by the
first two authors for the solution of non-linear, coupled (dynamic) geotechnical boundary value problems.
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constitutive model. Experiments used for calibration of the material parameters are two
oedometric compression tests (initially loose Dr0 = 0.13 and dense Dr0 = 0.96 samples)
with loading, unloading and reloading, drained monotonic triaxial tests (on samples with
varying initial relative densities) with initial mean effective stress p0 = 20 kPa and p0 =
100 kPa and one undrained triaxial test with strain cycles of amplitude εampl = 0.05
(medium dense Dr0 = 0.60 sample). One set of parameters has been calibrated ”by hand”
for each constitutive model, as stated in the introduction. Details on this calibration
procedure are provided in [11].

Additionally, a second set of parameters was calibrated for the Hypo+IGS model using
an automatic calibration (AC) tool developed by the first author. The automatic calibra-
tion program aims to simplify and speed up the calibration process and, in particular, to
reduce the application hurdles when using advanced constitutive soil models. In addition,
this program helps to reduce the ”human factor” in the calibration of model parame-
ters (e.g., subconscious personal preferences, outcome-based calibrations and experience
of the person performing the calibration). At its heart, the automatic calibration pro-
gram combines the finite-element program numgeo1, with the optimisation functionalities
implemented in Python’s scipy [8]. This allows an easy import of all test data and the sub-
sequent automatic calibration with the identical implementation of the constitutive model
which is also used for the simulation of boundary value problems. In the present case, for
the Hypo+IGS model, the automatic calibration tool estimates an initial set of param-
eters based on the procedure proposed by Herle [7]. This parameter set is subsequently
iteratively improved by minimising a scalar error function. For this purpose, various min-
imisation strategies are available via Python’s scipy. In the present case, a nesting of
a basin-hopping algorithm with a Constrained Optimisation BY Linear Approximation
(COBYLA) algorithm was used. The error function used for the optimisation is defined
as follows:

ε =
n∑
i

wiεi =
(
woedεoed + wCDεCD + wCUcεCUc

)
(2)

with the weighting factors wi and the error functions εi of the oedometric compression
tests (i = oed), the drained monotonic (i = CD) and undrained cyclic triaxial tests
(i = CUc), respectively. In the present case wi = 1/3 was used, i.e. all three types of
laboratory tests were equally weighted. The error functions have been developed with
the aim of taking into account the basic characteristics of the various laboratory tests,
thus mimicking the approach of an experienced engineer calibrating the model based on
the basic characteristics of the laboratory tests. Different functions are conceivable for
this. Based on the authors’ experience, the following definitions have proven themselves
suitable so far and were also used in this work:

εoed =
nt∑
t=1

√√√√ninc∑
i=1

(
∆εexpi − ∆εsimi

∆εexpi

)2

(3) εCD =
nt∑
t=1

√√√√ninc∑
i=1

(
qexpi − qsimi

qexpi

)2

(4)
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εCUc =
nt∑
t=1

√√√√ninc∑
i=1

(
∆pw,exp

i − ∆pw,sim
i

max(∆pw,exp)

)2

+
ninc∑
i=1

(
qpeak,expi − qpeak,simi

max(qpeak,exp) · i

)2

(5)

Therein,
∑nt

t=1 denotes the sum over all tests (of one experiment type) and
∑ninc

i=1

is the sum over all load increments (by means of prescribed stress in load controlled
tests and prescribed strains/displacements in strain controlled tests) for the oedometric

compression and the drained triaxial tests. For cyclic triaxial tests,
∑ninc

i=1 is the sum over
all applied load cycles. From Eq. (3) it can be seen that for the oedometer test the error
is evaluated based on the strain increment ∆ε caused by a prescribed load increment.
For the stress controlled drained monotonic triaxial test (Eq. (4)), the deviation between
the experiment and the simulation is judged by means of the second Roscoe invariant q.
For the undrained cyclic triaxial test, two criteria are used to assess the quality of the
recalculation: the agreement of the accumulated pore water pressure ∆pw per cycle and
the maximum/minimum deviatoric stress qpeak reached per cycle. By introducing the cycle
number i in the denominator of the second fraction of Eq. (5), an automatic weighting is
performed: Deviations in the first cycles are penalised more strictly than deviations after
a large number of load cycles.

The results of the calibration are provided by means of comparison of experimental
and numerical data for the oedometric compression tests in Fig. 2, for the drained mono-
tonic triaxial tests in Fig. 3 and the undrained cyclic triaxial test in Fig. 4, respectively.
Hypo+IGS (AC) denotes the parameter set determined by means of automatic calibra-
tion. The parameters for the different constitutive models are summarised in Table 1. Note
that for the Hypo+IGS (AC) and the Hypo+ISA models only the parameters differing
from the Hypo+IGS model are provided.

Hypo+IGS
ϕc hs n ed0 ec0 ei0

33.1◦ 19 GPa 0.285 0.549 0.851 0.979

α β mT mR R βR χ
0.1 0.32 1.2 2.4 5 · 10−5 0.08 7

Hypo+IGS (AC)
differing from hs n β
Hypo+IGS : 9.2 GPa 0.32 0.671

mT mR βR χ
2.24 1.77 0.09 13.05

Hypo+ISA
differing from β mR

Hypo+IGS : 2.5 3

βR χ0 χmax Ca

0.28 7 8 0.012

Sanisand
pa e0 λc ξ Mc c m G0

100 kPa 1.1 0.25 0.35 1.3 0.88 0.05 70.0

ν h0 ch nb A0 nd zmax cz
0.05 8.0 0.35 1.3 0.8 0.8 60.0 2000

Table 1: Summary of constitutive model parameters for the Hypo+IGS, Sanisand and
Hypo+ISA model

For the oedometric compression tests, all constitutive models show a poor performance
during reloading for both loose and dense conditions since the reloading stiffness is strongly
underestimated. The overall best agreement is achieved with the automatically calibrated
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parameter set Hypo+IGS (AC). From the simulations of the drained monotonic triaxial
tests (see Fig. 3), one may note that the peak strength is noticeably underestimated by the
Sanisand model, while the hypoplastic models tend to overestimate the peak strength. For
dense samples, the Hypo+ISA model overestimates the residual strength noticeably. For
the loose sample and the sample with p0 = 20 kPa all three models show a good agreement
with the experimental results. The evaluation of the effective stress paths of the undrained
cyclic triaxial test depicted in Fig. 4 shows a good performance of the hypoplastic models.
Contrarily, the Sanisand simulation underestimates severely the deviatoric stress in both
triaxial compression and extension. All models reproduce the build-up of excess pore water
pressure ∆pw during the first 10 cycles as well as the final value of ∆pw which is identical
to the initial mean effective stress p0. However, for N > 10, the rate of pore water pressure
build-up is significantly overestimated in the simulations with the Hypo+IGS, Hypo+ISA
and Sanisand model. In terms of rate of pore water pressure build-up, the Hypo+IGS
(AC) simulation shows the best agreement with the experimental results. An in-depth
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Figure 2: Comparison of oedometric compression test results (black lines) with corre-
sponding simulations (coloured lines) on one loose and one dense sample.
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discussion of the simulation results is given in [11].

Figure 4: Experiment (black) and simulations (coloured lines) of an undrained cyclic
triaxial test on a medium dense sample with isotropic consolidation and strain cycles.

5 COMPARISON BASED ON VIBRATORY PILE DRIVING TESTS

In the following, the capabilities of the chosen numerical approach in combination with
the three constitutive models for the back-calculation of the model test are investigated.
The examination of the results includes comparisons of the pile displacements (Fig. 5),
the pore pressure development at two different locations (Fig. 6) and the development of
pile force vs. pile penetration (Fig. 7). Supplementary comparisons including contour
plots of incremental vertical and horizontal displacements in the vicinity of the pile,
acceleration-time histories and detailed examinations of the pile force vs. pile penetration
relationship for individual cycles can be found in [11]. The development of the normalised
pile displacement ũy during the vibration is depicted in Fig. 5. The overall trend as well
as the magnitude of pile displacement are reproduced well by all simulations. Especially
with regard to the complexity of the experiment, these results are judged as satisfactory.
However, some discrepancies are noticed. In spite of the nearly perfect agreement between
the simulated and measured pile displacements during the first 3 seconds, the Sanisand
model predicts almost constant pile penetration rates (for t > 3 s), which is in contrast
to the decrease in penetration rate observed in the experiment.

Two pore pressure transducers, PPT A and PPT B, were used to measure changes
in pore water pressure. Figure 6 compares the simulation results with measurements for
PPT A. Therein, ∆pw denotes the change in pore water pressure and pw0 is the initial (hy-
drostatic) pore water pressure. For comparisons for PPT B, the reader is referred to [11].
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Figure 5: Comparison of normalised pile penetration over vibration time for the experi-
ment (black) and the simulations (coloured).

Referred to the driving process in the experiment, PPT A is passed by the pile tip after
the first seconds of vibration. When comparing the measurements of pore water pressure
for PPT A to those calculated, despite an overall good agreement, all simulations exhibit
different shortcomings. For the simulation with the Hypo+IGS model a good agreement of
the minimum values of pore water pressure (∆pw/pw0 < 0, i.e. decrease with respect to the
hydrostatic values) during vibration is observed. However, the maximum values of pore
water pressure (and thus the tendency towards contraction under cyclic loading) during
the first two seconds of pile driving are strongly underestimated in the simulation. This
disadvantage is not encountered in the simulation with Hypo+IGS (AC). Accordingly,
the deficit is not due to the constitutive model, but to the calibrated parameters. The
opposite is observed for the simulation with the Hypo+ISA model: while the maximum
pore water pressure in each cycle is captured satisfactory, the Hypo+ISA model fails to
reproduce the decrease in pore water pressure and thus does not adequately capture the
tendency towards dilatation under cyclic loading. The Sanisand model is capable of cap-
turing both positive and negative pore pressure increments in contrast to the hypoplastic
models. However, the Sanisand simulation drastically overestimates the change in pore
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Figure 6: Development of excess pore water pressure recorded at PPT A in the experiment
(black) and the simulations (coloured).
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water pressure during the first two seconds. All simulations underestimate the amplitude
of incremental pore water pressure after the pile tip passes the transducer.

To further evaluate the performance of the different constitutive models, the measured
and calculated (normalised) pile force as a function of the normalised pile displacement
ũy is compared in Fig. 7. Normalisation ensures comparability between the simulation
(full model) and the experiment (nearly half model). The normalised pile force reads:
F̃ Pile = (F Pile −mPile · aPile

y )/F Pile
stat . Therein, mPile · aPile

y is the pile inertia force, F Pile

is the head forces (measured between the unbalances and the pile head) and F Pile
stat is the

static pile force resulting from the dead weight of the pile, the oscillator and the load
cell. Both the measured and the calculated pile head force F Pile contain the skin friction
as well as the tip resistance. In fact, the development of the pile force in the simulations
reflects the mobilised soil resistance during pile driving.
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Figure 7: Normalised pile force F̃ Pile as function of the normalised pile displacement ũy.

The experiment showed an increase of normalised pile force F̃ Pile (both negative and
positive) with increasing pile penetration ũy. While the pile force at the beginning of the
pile driving is in the range −0.6 ≤ F̃ Pile ≤ 1.5, this range increases with penetration
depth until it reaches final values of −1.0 ≤ F̃ Pile ≤ 3.5. The simulated pile forces do not
reflect this steady increase, irrespective of the chosen constitutive model or parameter set.

6 CONCLUSIONS

The performance of three constitutive models (Hypo+IGS, Sanisand, Hypo+ISA) was
investigated based on the back calculation of laboratory tests (oedometer, monotonic and
cyclic triaxial tests) and a vibratory pile driving model test in saturated sand. In addition,
first simulations with automatically calibrated parameters for the Hypo+IGS model were
presented. The automatic calibration software is based on the same software (numgeo)
with which the simulation of the vibratory pile driving was performed. In combination
with the numerical implementation, all three constitutive models were able to reproduce
satisfactorily the pile displacement and gave acceptable predictions of the development of
excess pore water pressure during the vibratory driving process. The development of pile
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force with increasing pile penetration could not be accurately reproduced by the simula-
tions. The overall best agreement with the experiment was observed for the hypoplastic
model with automatically calibrated parameters (Hypo+IGS (AC)). In summary, the re-
sults of the present study demonstrate that existing advanced constitutive models can be
successfully applied in numerical studies of complex geotechnical BVPs. In light of the
high frequency cyclic loads applied to saturated soil at small stress states, the investigated
BVP places a tremendous demand on the numerical methods and constitutive models. In
particular, the cyclic shearing in the contact zone between the pile and the soil requires
numerically stable and robust implementations. Future work will focus on including fur-
ther advanced constitutive models into the comparative study, improving the automatic
calibration tool, e.g. by introducing a particle swarm algorithm for the optimisation and
testing additional error functions.
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