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Abstract. In this work, we consider a set of mixed-dimensional PDEs that are used
to model e.g. microcirculation, root water uptake and the flow of fluids in a reservoir
perforated with wells. To be more precise, we consider here the Poisson equation posed
in two distinct domains. The two are then coupled by the use of a filtration law. We
show how the mixed framework is a natural setting for this problem, as it allows the two
equations to be posed using global variables. Further, the applications we consider are
characterized by a scale disparity between the two domains. With this in mind, we perform
a physically motivated averaging of the coupling condition. This has the advantage of
allowing the solution to be approximated using non-conforming, coarse meshes.

1 Introduction

We consider a system of coupled elliptic partial differential equations (PDEs) describing
flow in a porous medium perforated by thin channels. These equations can model a range
of interesting and important phenomena including blood flow in vascularized tissue [10, 18,
3] or fluid flow in wells drilled through the subsurface [19, 1, 4]. Here, we are interested in
applications characterized by a scale disparity between the medium and the channels: the
channels have a negligible radius compared to the size of the full domain. Discretizing the
full system accurately typically relies on resolving the channels geometrically, a meshing
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restriction that may lead to prohibitively expensive simulations. An alternative and in
many cases preferable approach is to introduce topological model reduction and reduce
the channel representation to the one-dimensional centerlines. The resulting system of
equations is often referred to as a coupled 1D-3D model.

Coupled 1D-3D flow models were first derived by D’Angelo [6, Section 3.2] and analyzed
by D’Angelo and Quarteroni in the early 2000s [5]. Their derivation gives rise to a line
source 0 coupling the 1D model to the 3D model. As the dimensional gap between the two
models is larger than one, this has the unfortunate consequence of inducing a singularity
in the solution. Subsequent analyses of these models and solutions have relied on weighted
Sobolev spaces [7]. Finite element approximations of such solutions will fail to converge
in the H*(Q2)-norm, but converge in a weaker weighted H'(2)-norm. The use of norms
weighted with respect to the distance to the line can be interpreted as giving up control
over the solution around the line. Several strategies have been proposed to deal with the
associated numerical challenges. Kuchta et al [14] developed preconditioners suitable for
the coupled 1D-3D problem; Koch et al [11] used a smoothing kernel to distribute the
line source over a 3D subdomain; and in [9], a splitting scheme was formulated such that
a smooth remainder term is approximated rather than the full solution.

The singularity issue was remedied in a series of papers by Képpl and coauthors [12, 15, 4],
in which the authors considered an alternative coupling of the model. This idea was
further developed by Laurino and Zunino [16], where the coupled 1D-3D flow model was
rigorously rederived. In the new derivation, the 1D equation is coupled to the 3D equation
via a cylinder boundary source dr, centered on the (2D) lateral boundary of the cylinder.
The result is a 1D-(2D)-3D method where the dimensional gap has been reduced to 1,
and the solution is no longer necessarily singular.

In this work, we consider a mixed formulation of the coupled 1D-3D flow model including
both the pressures and fluxes as unknowns. Comparatively little work has been done on
this formulation compared to the primal one in the context of topological model reduction.
As the first exception, we note [17], where the authors take the strong formulation of the
coupled 1D-3D model (with a line source [5]) as their starting point. They then directly
reformulate it as a set of mixed equations in 1D and 3D. More recently, an extended finite
element method was formulated for the mixed coupled 1D-3D flow model by Bfezina and
Exner [2]. They take, as their starting point, the strong formulation of the coupled 1D-
3D flow model (with a cylinder source [16]), before directly reformulating it as a mixed
equation in 1D and 3D.

In this article, we derive a mixed formulation of the coupled 1D-3D flow model, taking
the same set of model equations as in [16] as our starting point. Moreover, we follow their
procedure of first deriving the variational formulation of the problem and then performing
the averaging that leads to a dimensional reduction. We show that the mixed framework
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gives a distinctive setting for the problem, as it allows a natural formulation of the model
via global variables defined over the two flow domains [13]. Moreover, this allows for a
straightforward averaging of the coupling condition. Interestingly, the model we derive
here differs characteristically from the mixed coupled 1D-3D model studied in [17]. It
shares several similarities with the mixed model postulated in [2], particularly in the
coupling. Their model, however, introduces an additional equation for the 1D domain.
In our model, this is not a prerequisite as the formulation uses a global variable.

2 Mathematical model formulation
2.1 Geometrical setting and scale disparity assumption

Consider a given open domain 0 C R3?, bounded and convex with smooth boundary 9f).
Embedded in this domain we have a generalized cylinder €2;, defined as the swept volume
of a circle of radius R > 0 along a curve A. This gives rise to the perforated domain
Q. = Q\ Q. The cylinder €; is assumed to have a C?-regular centreline A, parametrized
by A(s) = [A(s), A%(s), \3(s)] such that A = {A(s)} for s € (0,L). Here, we assume
|A(s)|| = 1 so that s coincides with the arc-length.

Following the notation of [8], let T, N, B be the Frenet-Serret frame of A. The domain
(); can now be described as

Q; = {A(s) + rcos(f)N(s) + rsin(0)B(s), 0 <s < L,0< 0 <2m, 0<r < R(s)}, (1)

where r = r(s) and § = 6(s) are the cylindrical coordinates of the local coordinate system
defined by the axes along the vectors N, B. Its lateral boundary I' can be parametrized
by

I' = {A(s) + R(s) cos(0)N(s) + R(s)sin(6)B(s), 0 < s < L, 0 < 0§ < 27}, (2)

and its top and bottom boundaries, denoted I'y U 'y, by
Lo ={A(0) + 7(0) cos(#)N(0) + r(0) sin(0)B(0), 0 < 8 < 2w, 0 <r < R(0)}, (3)
'L ={AL) +7r(L)cos(d)N(L) + r(L)sin(0)B(L), 0 <0 <2m, 0 <r < R(L)}. (4)

For convenience, we assume that I'g U ', C 012, i.e. that the top and bottom boundaries
of the cylinder coincide with the boundary of €2.

Let D(s) = [z(r,t),y(r,t) : (0,R(s)) x (0,T(s)) — R?] be a parametrization of the cross
section of €;. Taking |- | to denote the Lebesgue measure of a set, |0D(s)| then denotes
the circumference of the cross-section of €; at A(s).

Finally and throughout, we make the following fundamental assumption of scale disparity
between (2 and €;:
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Figure 1: (Left) The domain €2 embedded with a generalized cylinder €2;. The cylinder €;
is described by a centreline A and has a radius R. (Right) A generalized cylinder §2; with
centreline A and radius R. The curve A is associated with a Frenet-Serret frame T, N, B;
here, T denotes its unit tangent vector, n its unit normal vector, and B its unit binormal
vector.

AO0: The transversal diameter R(s) of €; is small compared to the diameter of 2.

2.2 Governing equations and variational formulation

We here consider the following system of PDEs, boundary and interface conditions, con-
sisting of Darcy flow equations in €2; and €2, coupled via a filtration law over A: find u,, p,
for * = i, e such that

u, + k. Vp, =0 in €,, (5a)
V-u, = f. in Q,, (5b)
[u-n] =0 on I, (5¢)
u; - n; = [[p] on I, (5d)
w,n; =g onyUTYy, (5e)
u.-n,=g on 0f),, (5f)

where [p] = p; — p. denotes the pressure jump across I', [u-n] = w; - n; — u, - n, is
the jump in normal flux across I', k., € L*(£),) is a uniformly positive permeability of
the domain Q,, g € H %(89) is a given boundary function on 0Q2 and § € L*(I") is a
uniformly positive permeability of the interface I'. Following up on assumption (A0), we
assume the interface permeability to be radially symmetric such that 8 = f(s).

In this work, we turn to study a dual mixed formulation of this model, which can be derived
as follows. Let Z; and Z. denote the indicator functions for €2; and €)., respectively. Let
u and p denote the global variables u = Z;u; + Z,u, and p = Z;p; + Z.p.. Similarly, we
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take k = Zik; + Loke and f =T f; + Lo f.. Let
V,={veH(iv;Q): v-neL*T), v -n=gon N}, (6)
Q= L*(Q), (7)

and take test functions v € V and ¢ € Q). Multiplying (5a)-(5b) by v and g, respectively,
and integrating by parts, we obtain

Z (Hllu*aV*)Q* - (V ) V*,p*)g* + (p*7 Vi n*>39* =0,

xc{i,e}
Z (v'u*’q*)ﬂ* = Z (f*aQ*)Qi'

*={i,e} x={1,e}

The integration by parts picks up boundary terms defined on U*E{i,e} o, =Tulyul'yu
09Q,. On I'y and I'y,, we have v; - n;, = 0 by v € V4. Similarly, on 0€)., v, -n, = 0. Thus,
these boundary terms vanish everywhere except for on the lateral cylinder boundary I'.
Asv e X C H(div;Q), we have v; - n; = —v, - n.. Thus,

Z (p*,V* : nz’)l" = ((pe - pz’)7ve . ne)l" - (/6_1116 ‘e, Ve * ne)F-
x€{i,e}

where we used (5d) to express the pressure jump in terms of the normal flux u. - n.. The
latter step is motivated by the observation that p, € L?((,); thus, we cannot take trace
values of this function.

The dual mixed formulation can then be written in terms of the global variables as follows:
find (u,p) € V, x Q such that

("iilu7 V)Q + (ﬁilu ‘n,ve n)F - (v ’ Vap)Q =0, (8&)
for all (v,q) € Vi x Q. The choice of n = n; or n = n, is arbitrary; we set n = n;. We
remark that the formulation is not well posed when defined over H(div; Q) x L*(Q). In
this latter case, one has that u-n,v-n € H~2(I'), meaning that the term (u-n,v - n)p

may not be bounded. This is the reason we restrict u,v € V wherein v-n,u-n € L*(T).
Such a formulation is well-posed, as demonstrated by Theorem 1 below.

Theorem 1. The variational formulation (8) is well-posed over its function spaces (7).

Proof. For the sake of simplicity, we assume g = 0 and set V' = V). Define

a(u,v) = (k'u,v)g + (u-n,v-n)r,
b(V,p) = _<pa V- V)Q7
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and L(q) = (f,q)q. Then (8) can be written as: find (u,p) € V' x @ such that

a(u,v) +b(v,p) =0

for all (v,q) € V x Q. The proof now is by verifying the Ladyzhenskaya-Babuska—Brezzi
conditions. Firstly, a and b are both bounded on the space V' x () by definition. Moreover,
a is symmetric and coercive on the kernel K of @), defined as

K={v:b(v,p)=0 VpeQ}
To see this, note that for any fixed v € K, one can set p =V - v € (), which yields
b(v,V-v)=|V- VH%%Q) =0.
It follows that
a(v,v) = (v,V)a + (v n,v-n)r = [|[v|[izq) + IV - VI[T2@) + V-0l = (VT
meaning that a is indeed coercive on the kernel of b.
Finally, one has the inf-sup condition: for any ¢ € @,

b(v,q)
sup
vev |[Vllv

> Cllqllar-

To see this, take v such that V-v = ¢. For v = —V¢, this reduces to solving —A¢ = q. As
q € L?(2), there exists such a solution £ € H?(f2), meaning that v € (H'(2))3. One then
has Trv; € H %(F), where Tt denotes the trace operator on I' and v; denotes a component
of v. Assuming that €2; is smooth enough for n; to be sufficiently smooth, one then has
v-n=>un; € L*(T), and so one indeed has v € V. Moreover,

1€l 20y = IVl @) < Csllalle,

where C's denotes a stability constant, meaning that

VIR = IV I ey + V-0l Ly < IV ive) + Crlv I

< (1+ Cp)IVIIE oy = Cs(1+ Or)llall 2o,
where C7 denotes a trace constant. Inserting this v, one finds

b
sup (v, q) >

2
(@ Do lqll5 - 1
vev [Ivilv

[vllv: = Cs(1+ Cr)llalle — Cs(1+ Cr

)HQHQ-D
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3 Dimensional reduction

Recall now our fundamental assumption of a scale disparity: R < size(§2). Let I'y, and
), denote discretizations of I' and €2, respectively. Upon approximation with finite el-
ements, the formulation (8) may require conforming discretizations to converge, in the
sense that [', C &, with &, denoting the edges in €2;,. When R < size({2), this requires
a very fine discretization around I'. This introduces a large number of degrees of free-
dom, ultimately making the full discretization prohibitively expensive to compute. In the
reduced model, this is circumvented by introducing a physically motivated averaging of
the coupling condition. The averaging reduces the coupling condition from 2D to 1D;
hence the name coupled 1D-3D flow model or reduced model. The averaging weakens the
coupling condition, so that the discretizations I', and €2;, no longer have to conform and
thus the reduced flow equations can be discretized using coarser meshes.

Let Ilyp denote the averaging operator over 0D, with the averaged variable g defined as

q(s) = lap(q) = ﬁ/ﬂ 7rR(S) q(s,0, R(s))d6.

We note that the averaging operator maps functions over the domain €); to over its
centreline A.

To present a reduced model, we introduce one additional assumption:

A1: We have [p] ~ Ip[p] = [p] on T.

This can be interpreted as saying that, on each cross-section of €2;, the pressure jump
approximately equals its average over the boundary of said cross-section.

Under assumption Al, then
(8Ip], v - n)r %/ﬁM/ v-ndfds = |0D|(B[p], v-1)a.
A 0D(s)

Averaging both sides of the interface condition (5¢) we find that W, -m, = S[p]. Thus
(BLpD, v - n)joppa = (87T 0, V1) jap| 4,
where we used the weighted norm notation (|0D|8™ a1, v-n), = (8700, V1) 9p| a-

These observations yield the following reduced model problem: find (u,p) € Vg X () such
that

(u7 V)Q + (ﬁilﬁa W)WD\,A - (v ' Vap)ﬂ = 07 (9&)
Q
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for all (v,q) € Vo x Q, where
V,={veH(iv;Q): v.aec L*(A), v-n=gon dQ}, (10)
and Q = L?(Q2) as before. A well-posedness result for the reduced model follows:

Theorem 2. The variational formulation (9) is well-posed.

Proof. The proof follows by the same steps as Theorem 1. m

4 Discretization

For clarity, assume that the domain 2 is polyhedral, and admitting a decomposition
T" into tetrahedra K. As before, we have €; denoting the generalized cylinder with
centreline A and radius R, and the perforated domain €2.. For §2; and €., we introduce
the decompositions 7;" and T, respectively. Thus, Q" = Q"\ Q. We let h, h;, h. denote
the mesh sizes

h = max hyg, h;= max hg,, he= max hg,
KeTh K,eTh K.eTh

All three meshes are assumed quasi-uniform. Finally, the interface I' is given its own
discretization T into triangles T
"= {J

TeT]

We will refer to the discretizations of €2;, 2. and I'j, as conforming if the triangles making
up I, are facets &, in §2; and ().

For the discretization, we consider the discontinuous Lagrange elements of degree 0 to
approximate p,

DG%(Qh) = {wh S L2(Q) : wh'K S P()(K) VK € 771},
and the H(div;Q)-conforming Raviart-Thomas elements of degree 1 to approximate u,
RT} () == {wpn € (L*(Q)? : wilx € (P(K)) @xPy(K) VK €Ty}
The mixed finite element discretization of the full model then reads: find u, € RT} ()
and p, € DGY () such that

(Fflllh,vh)ﬂh + (ﬁfluh 1y, vy -0p)r, — (V- v, pr)a, =0, (11a)
(Vup,qn)a, = (f,an)ay, (11Db)
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for all v;, € RT} () and g5, € DGY(2,).

The mixed finite element discretization of the reduced model similarly reads: find u;, €
RTQy) and p, € DGY(€2,) such that

(K tuay, Vi), + (B~ ', m, v, n)y, — (V-v,p)g, =0, (12a)
(V-un,qn)a, = (f.qn)ay, (12b)

again for all v;, € RT} () and g, € DGY(Qy,).

5 Numerical experiments

In this section, we will perform numerical experiments to investigate the approximation
properties for the full (11) and reduced (12) mixed finite element discretizations. To this
end, let R =1, k, =1 for x € {i,e}, B =1 and

Q={(r,y,2): —4d<z,y<4, 0<z<10},
A=A{(z,y,2) €Q: z=y=0},

We test the approximation methods using the reference solutions

172 1
Pa(r) = (1 —In(r/R)Z, + (—= = + 1+ ~R)T;,
2R 2
R T
= et
u T’T RT

This pair solves the model equations (5a)-(5f) with f; = 1 and f. = 0.

Figure 2 shows the full and reduced mixed finite element approximations of the reference
solution. In Table 1, we give the convergence rates of each method. The full formulation
is discretized on a conforming mesh. We have observed that this is necessary in order
for the approximation to converge. Convergence rates for this method are listed in Table
la. The convergence rate is calculated for each refinement. We also list the arithmetic
average of these rates. Based on this, the pressure and flux approximations appear to
converge optimally in the L*(Q2)-norm (i.e. with order 1). The flux approximation also
appears to converge with order 1 in the H(div;{2)-norm.

The reduced formulation is seen to converge even though it uses a non-conforming mesh.
Convergence rates for this method are listed in Table 1b. The pressure and flux approxima-
tions similarly appear to converge optimally in the L?(€2)-norm. The flux approximation
does not appear to converge optimally in the H(div;Q)-norm.
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Figure 2: (Left) full model approximation on conforming mesh and (right) reduced ap-
proximation on non-conforming mesh.

Table 1: Errors and convergence rates for the full and reduced mixed finite element
approximations, on conforming and non-conforming meshes, respectively. The average
convergence rate is calculated as the arithmetic average of the convergence rates at each
refinement.

(a) Full formulation (conforming mesh)

h [Pellz2 [uellz2 ) (e[| r(divi)
2.83 7.3812 3.7249 5.9486

1.49 4.8246 (1.7) 2.4091 (1.7) 4.3241 (1.3)
0.80 3.1373 (0.7) 1.2932 (1.0) 2.9453 (0.6)
avg. rate: 1.2 1.4 1.0

(b) Averaged formulation (non-conforming

mesh)
h ||peHL2(Q) Hue”LQ(Q) HueHH(div;Q)
3.77 7.6445 6.2049 11.3195
1.89 4.8369 (0.7) 2.7250 (1.2) 5.5505 (1.0)
0.94 2.5792 (0.9) 1.3719 (1.0) 3.6188 (0.6)
0.47 1.5906 (0.7) 0.8590 (0.7) 2.7838 (0.4)
avg. rate: 0.8 1.0 0.7
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