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Summary. In this work, a newly designed low-pressure rotor-only axial fan was manufactured
and subsequently investigated experimentally and numerically. For the experimental investi-
gation, five-hole-probe and particle image velocimetry measurements of the fan discharge flow
were performed. The results of this investigation are used to validate numerical simulations.
Three different simulation setups of varying fidelity from industry-standard RANS simulations
to non-zonal delayed detached eddy simulations (DDES) were performed. The comparison shows
that RANS simulations deviate strongly from the experimental results. Also the utilization of
a full Reynolds stress turbulence model does not improve the results. The DDES on the other
hand shows significantly better agreement with the experimental data while only moderately
increasing the computational effort.

1 Introduction

Supplying high volumetric flow rates while maintaining relatively small pressure ratios, low-
pressure axial fans find use in a broad range of applications. Typical examples include ventilation
of tunnels or metro stations, heat pumps, air conditioning or active cooling towers. Due to cost
and space constraints or the necessity to allow for reversing operation, these types of fans are
often installed without outlet guide vanes (OGVs) and discharge directly into a free atmosphere.
Consequently, the discharged jet features a strong circumferential velocity component. Consid-
ering the isentropic simple radial equilibrium, this velocity component through inertial forces
results in a sub-atmospheric static pressure immediately downstream of the trailing edge of the
fan. Due to mixing with the surrounding air and eventually dissipation, the cirucmferential
velocity component of the discharge flow is vanishing in the streamwise direction and the static
pressure is therefore approaching the atmospheric level. This effectively results in a static pres-
sure increase in the free atmosphere which is comparable to the static pressure recovery that
is usually achieved in OGVs. Since for these type of fans, the total-static efficiency computed
with the downstream static pressure defined as the ambient pressure is the relevant metric to
evaluate the full energy conversion process of the the machine, this static pressure recovery is
directly impacting the fan efficiency: Increasing the static pressure recovery, while keeping con-
stant the hydraulic efficiency and the exit loss of the fan would result directly in an increase of
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fan efficiency. Previous investigations have shown, that under the simplifying assumptions im-
plied by the isentropic simple radial equilibrium (no streamline curvature and no viscous forces
in particular), the fan efficiency can vary up to 8 % through the choice of the vortex design
alone [1]. However, in a subsequent study it was observed, that the streamline curvature and
the viscous forces do have a significant (negative) impact on the static pressure recovery and
consequently on the fan efficiency [2]. It is thus important to understand and control the impact
of the fan design on these quantities as well as on the inertial forces, such that the static pres-
sure recovery can be fully taken advantage of. However, since the streamline curvature and the
viscous forces especially are difficult to measure, these investigations rely heavily on numerical
simulations. The scope of this work is the experimental validation of such numerical simulations
using five-hole-probe (5HP) measurements and particle-image-velocimetry (PIV).

2 Methodology

2.1 Fan design

The fan investigated in this study was designed with an in-house design tool described in [2]
and [3]. The operating point and geometric boundary conditions of the fan design are listed in
table 1.

Table 1: Operating point and geometric boundary conditions for the fan design

Flow coefficient φ 0.215
Total-total work coefficient ψt 0.300
Total-static work coefficient ψts 0.215

Tip radius rtip 0.2485 m
Rotational speed n 22.5 Hz
Hub-to-tip ratio ν 0.5

Tip gap 0.0015 m
Slope of the linear work distribution ky 141,4 m/s2

Number of blades 5

The first step in the fan design is the definition of the vortex design in terms of a linear radial
work distribution as in

Y (r) = ky · r + kψ. (1)

The constant kψ is iterated until the desired (total-total) flow coefficient ψ is reached. The
value of the constant ky as listed in table 1 is chosen to yield an optimal static pressure recovery
using the methodology described in [1]. Applying the Euler equation and the isentropic simple
radial equilibrium, the radial profiles of the circumferential and axial velocity component can
be computed from the given work distribution through:

cu(r) =
Y (r)

2 · π · n · r
=

ky
2 · π · n

+
kψ

2 · π · n · r
and (2)

cx(r) =

√
2 ·

(
ky · r −

k2y
4 · π2 · n2

· ln (r) +
ky · kψ

4 · π2 · n2 · r

)
+ kφ. (3)
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Here, the additional constant kφ is iterated until the desired flow coefficient φ is reached. With
the velocity vectors known over the span, the blade angles are derived in the blade-to-blade
plane by applying the well-known Weinig method [4], which is based on a conformal mapping
approach for non-profiled blades. The resulting blade geometry is manufactured through a
stereo-lithography 3D-printing process. The blade root is designed to be clamped between an
up- and downstream hub plate as seen in a CAD-model in figure 1a. Figure 1b shows a picture
of the manufactured and assembled fan.

(a) CAD-model (b) Assembled fan

Figure 1: Modular fan design with 3D-printed blades

2.2 Experimental setup

The fan is investigated in an inlet-side chamber test bench for performance measurement in
accordance with ISO 5801 [5]. It is installed in a free inlet and free outlet configuration and the
operating point is set to the design conditions listed in table 1. Figure 2 shows a sketch of the
test bench. The volumetric flow rate is measured at the inlet nozzle. The auxiliary fan and the
throttle allow for an adjustment of the fan operating point in terms of volumentric flow rate and
pressure ratio. The flow straightener assures a low inflow turbulence to the tested fan. At the
drive train, the torque applied to the fan shaft is measured and with the rotational speed, the
input power is computed. The input power is then corrected to account for the mechanical loss
within the drive train. In the upstream test chamber the (average) total pressure is measured.
Together with the available ambient pressure, the total-static fan pressure can be computed.

A five-hole-probe (5HP) specifically designed for this investigation is used to measure the
radial velocity profiles immediately downstream of the trailing edge still inside fan annulus. The
measurement plane of the 5HP is located 9 mm upstream of the hub edge and is marked in figure
3b. Due to the high pneumatic inertia of the 5HP measurement system including tubes and
pressure transducers, no time resolving measurements are possible. Instead, circumferentially
and temporally averaged results are generated by recording 200 measurements for a fixed position
of the probe and varying relative position of the fan and subsequent arithmetic averaging.

The discharge flow of the fan is measured with a stereo (3D2C) PIV-setup. Two HiSense
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Figure 2: Sketch of the chamber test bench

Mk I cameras from Dantec Dynamics, each equipped with a AF Nikkor lens from Nikon, were
used. The technical specifications of the cameras and lenses are listed in table 2. The lenses
were opened to the maximum aperture during the measurements. Figure 3a schematically shows
the arrangement of the cameras relative to the fan and the laser sheet in a aft-looking-forward
view. The laser used for this study is a two cavity Nd:YAG laser of the type Gemini from New
Wave Research. Its specifications are also listed in table 2. The seeding of the flow was realized
with a a Unique 2.1 Hazer from Look Solutions positioned upstream of the inlet nozzle. Both
cameras are mounted on a traversing system, allowing the measurement area to be shifted in
the axial and radial direction without the need for re-calibration. Figure 3b shows a sketch
of a meridional view of the setup. The target area of the PIV investigations is outlined in
red. Since the measurement area for a fixed position of the cameras is much smaller, than
the target area, ten individual measurement areas are defined and the cameras are positioned
accordingly with the traversing system for each area. In the post-processing, the individual
measurement areas are merged by means of linear interpolation in the overlapping regions. Due
to the low pulse frequency of the laser and the low maximum frame rate of the cameras, time
resolved measurements were not feasible. Additionally, the laser pulses and camera frames were
not triggered by the angular position of the fan and thus, no spatially resolved measurements
(relative to the fan) were done either. Instead, by setting the pulse and camera frequency to 3,63
Hz (the fan revolves with 22.5 Hz, thus the greatest common divisor is small) and by recording
and subsequent averaging 96 vector fields, a spatial and temporal average of the discharge flow
was measured. The transformation of the raw double pictures into the vector fields was done
with the ”Adaptive PIV” method of the DynamicStudio software by Dantec Dynamics. To
average the 96 vector fields, the method ”Vector Statistics” was used. The interpolation of the
ten individual measurement areas was done with an in-house Python tool.

2.3 Numerical setup

Figure 4 shows a meridional slice of the computational domain with the contour of the
instantaneous axial velocity. Upstream of the fan, a small section of the chamber of the test
bench is included in the domain. Downstream of the fan a large plenum representing the free
atmosphere is making up the largest part of the domain. The extensions of both sections up-
and downstream of the fan have been gradually increased, until the results were not impacted
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(a) Aft-looking-forward view (b) Meridional view

Figure 3: Sketch of the experimental setup

anymore. At both the inlet upstream of the fan as well as the inlet to the large plenum (secondary
inlet), total flow quantities, flow direction and turbulence quantities are prescribed. At the
outlet, the static pressure is set to ambient pressure. All aerodynamic boundary conditions
are listed in table 3. The imprinted pressures at the inlets and the outlet correspond to the
experimental operating point. The surfaces enveloping the upstream section and the large
plenum are modeled as inviscid wall. All other surfaces are either smooth solid walls or moving
smooth solid walls (surfaces of the fan itself) with cell sizes of y+ ≈ 1. To utilize the symmetry
of the geometry only one fifth - one blade passage - of the full 360 deg domain was simulated.
The resulting mesh has around 1 · 106 cells.

In this work, three different numerical approaches have been investigated. The set of govern-
ing equations for each setup is derived from a finite volume approach with a varying order of

Table 2: Specifications of the used hardware

Cameras

Resolution 1280 x 1024 Px
Sensor size 6.7 x 6.7 µm

Maximum frame rate 9 Hz

Camera lenses

Focal length 28 mm
Maximum aperture 1 : 2.8
Minimum aperture 1 : 22

Laser

Wave length 532 nm
Pulse energy 100 mJ

Pulse frequency 15 Hz
Pulse duration 4 ns
Ray diameter 4.5 mm
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Figure 4: Meridional slice of the instantaneous axial velocity cx and the numerical and geomet-
rical boundary conditions.

Table 3: Aerodynamic boundary conditions of the numerical setup

Location
Total

pressure
Total
temp.

Flow
direction

Turbulence
intensity

Turbulent
length
scale

Static
pressure

Upstream inlet 101176 Pa 300 K Axial 0.5 % 4 mm -
Secondary inlet 101325 Pa 300 K Axial 0.5 % 4 mm -

Outlet - - - - - 101325 Pa

accuracy depending on the turbulence modeling approach. Three different turbulence modeling
approaches with increasing fidelity have been investigated. All approaches are applied to the
same numerical mesh. The first approach is a standard RANS-setup which can be described
as a well-established baseline for industrial applications. Here, the two equation eddy viscos-
ity turbulence model known as the k-ω-SST turbulence model described by Menter in [6] is
used. Additionally, to account for laminar turbulent transition, the γ model described in [7]
is used. This setup is a steady simulation using a second order Fromm scheme for the spatial
discretization with a van Albada Limiter. The second turbulence modeling approach is RANS-
Reynolds-Stress. Here, the spatial discretization scheme is the same as in the RANS-setup and
the simulation is steady state as well. However, as turbulence model the stress transport model
called Wilcox-stress-ω-model [8] consisting of a set of six equations for the Reynolds stress tensor
is used. For the highest fidelity level investigated in this work, a non-zonal delayed detached
eddy simulation (DDES) approach is chosen. The DDES method is based on the detached eddy
simulation (DES) approach as described be Strelets in [9]. The subsequent DDES formulation
is a modification of this approach to tackle the modeled-stress-depletion problem. In this work,
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the DDES formulation based on the k-ω-SST turbulence model (analogue to the RANS-setup)
as described by Gritskevich [10] is used. For this approach, the destruction term of the transport
equation of the turbulent kinetic energy is defined with a modified length scale:

Dk,DDES =
ρk

3
2

l − fdmax (0, l − CDES∆DES)
. (4)

If the term l−CDES∆DES is below zero, the model falls back to the standard formulation of the
k-ω-SST turbulence model. However, if this term is larger than zero (or the turbulent length
scale of the original model l is larger than CDES∆DES), CDES∆DES becomes the active length
scale. If CDES∆DES is small, the destruction term becomes large, resulting in a destruction of
the modeled turbulent kinetic energy. The parameter CDES depends on the spatial discretization
scheme. For the parameter ∆DES on the other hand, a formulation based on the local vorticity
vector as described by Shur et al. in [11] is used. The factor fd works similar to the shielding
function of the original formulation of the k-ω-SST turbulence model and delays CDES∆DES

being the active length scale, giving the DDES its name. To be consistent with the RANS setup,
the γ transition model is also used for the DDES. For the DDES setup, a spatial discretization
of third order accuracy is used. Additionally, since the DDES is an unsteady simulation, an
Euler backwards formulation with second order accuracy is chosen. The time stepping size is
set to 100 time steps per period (per 1/5th revolution of the fan) with 30 sub-iterations in a
dual time-stepping approach. TRACE is used as flow solver, which is developed by the German
Aerospace Center (DLR) [12].

3 Results and discussion

3.1 Velocity profiles

Figure 5: Radial profiles of the axial velocity cx and absolute circumferential velocity cu

Figure 5 shows the results of the 5HP measurements compared to the numerical results. The
gray dashed lines mark the hub and shroud radius. The results of the numerical setups differ
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significantly. The RANS overestimates the axial velocity cx close to the hub, while the RANS-
Reynolds stress setup significantly underestimates it almost over the full radius. In terms of the
axial velocity profile, the DDES agrees very well with the experimental data, especially close to
the hub. Only the peak value close to the casing is not matched well. The deviations between the
measurements and the simulations with respect to cx also reveal, that the operating point is not
matching: While the total-static pressure increase and thus the corresponding work coefficient
are inherently equal between CFD and experiment due to the given boundary conditions of the
numerical setup, the volumetric flow rate and thus the flow coefficient are varying. For the
RANS setup, the overestimation of axial velocity at the hub is somewhat compensated through
a underestimation close to the casing. For the RANS-Reynolds setup on the other hand, the
volumetric flow rate is significantly lower than in the experiment. The DDES matches the
volumetric flow rate best of the investigated setups. The overall trend of the deviations between
experiment and numerics seen for cx also is present for the absolute circumferential velocity cu.
The larger incidence angle due to the overall lower axial velocity in the RANS-Reynolds stress
setup leads to the fact, that the flow deflection is overestimated, resulting in an overestimation
of cu over most of the span. The RANS-setup underestimates the flow deflection on the other
hand. The match between experimental and numerical data is best for the DDES.

3.2 Velocity contours

Figure 6 shows contours of experimental (PIV) and numerical results of the absolute circum-
ferential velocity cu. As described in section 2.2, the results are circumferentially and temporally
averaged. The position of the fan and the hub are marked with the white and black rectangle
respectively. Due to a combination of very low velocities and low seeding particle density outside
of the discharge flow, the pictured section of the PIV results is limited to flow regions inside of
the discharge flow and does not extend beyond the shear layers. A first observation of figure
6 is that the numerical results strongly differ between the three investigated setups: Only the
RANS-setup shows high circumferential velocities close to the hub. The RANS-Reynolds stress
setup on the other hand, shows remarkably low values of cu at the hub region. The DDES shows
the best agreement to the PIV-results.

Analogue to figure 6, figure 7 shows contour plots of the axial velocity cx. The general trend
seen for cu also extends to cx: The RANS-setup shows high axial velocities close to the hub and
is seemingly not able to depict the extension of the re-circulation region into the fan annulus.
Due the axial velocity being more evenly distributed over the radius, the peak values are also
significantly lower than in the PIV results, i.e. the velocity profile is more flat in the RANS-
setup. For the RANS-Reynolds stress setup on the other hand, the opposite of this effect is
true: The re-circulation area is inflated and consequently the peak axial velocity in the outer
regions of the discharged jet is exaggerated compared to the experimental results. Again, the
DDES agrees best with the experimental results. An equivalent trend is also true for the mixing
behaviour of the discharged jet: The decay of the peak axial velocity and the associated radial
expansion of the jet in the axial direction of the DDES is close to what is seen in the experimental
results. For both the RANS and the RANS-Reynolds stress, the mixing deviates from the PIV
data. In the RANS case, the expansion of the jet is excessive, while the RANS-Reynolds stress
underestimates it.
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Figure 6: Contour plots of the circumferential and temporal average of the absolute circumfer-
ential velocity cu

3.3 Turbulence intensity

In addition to the (averaged) velocity vectors, the turbulence intensity is a result of the
statistical analysis of the 96 recorded vector fields of the PIV measurements. Figure 8 shows
radial profiles of the turbulence intensity at varying axial positions downstream of the fan. The
axial positions given in the title of the individual plots is defined such that an axial position of
0 corresponds to the edge of the casing - analogue to the x-coordinate shown in figures 6 and 7.
For the numerical results, the turbulence intensity is computed through

Tu =

√
2
3k

c
, (5)

where c is the magnitude of the velocity vector. In the case of the RANS and RANS-Reynolds
stress setup, the turbulent kinetic energy k is the modeled quantity. For the DDES setup, k is
the sum of the modeled and resolved parts of turbulence. It is apparent, the RANS setup with
a standard two-equation eddy viscosity modeling approach fails to depict the behavior of the
turbulence intensity close to the core of the discharge flow (r → 0). Here, the Tu shows excessive
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Figure 7: Contour plots of the circumferential and temporal average of cx

values exceeding 100 %. On the other hand, the RANS setup underestimates Tu in the flow
regions of higher velocity at r ≈ 0.2 m. While the RANS-Reynolds stress agrees better with the
experimental data than the RANS setup, is still shows significant deficiencies. Especially the
radial expansion of the upper peak in Tu from r ≈ 0.275 m at x = 0.1 m to r ≈ 0.375 m at
x = 0.4 m is not captured at all by the RANS-Reynolds setup. Again, the DDES setup, while
still showing deviations, agrees best with the experimental data.

4 Conclusions and outlook

The combination of five-hole-probe and PIV measurements conducted in this work yield a
extensive database for the validation of numerical simulations. A set of three numerical setups
with varying turbulence modeling approaches but unchanged numerical meshes was investigated
and held against the experimental data. The choice of the turbulence modeling significantly
effects the quality of the results. From the three tested setups, steady RANS setup with a
standard two-equation eddy viscosity turbulence model (k-ω-SST) was computationally the most
efficient. However, the deviation between the results of this setup and the experimental data
overshadows the computational efficiency. The deficits of the RANS setup are primarily but not
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Figure 8: Profiles of the turbulence intensity at different axial positions downstream of the fan

exclusively located at the hub region and towards the core of the discharged jet flow. The RANS
setup does not depict, a flow separation in the fan annulus close to the hub region. Additionally,
the turbulence intensity is massively overestimated in the core region of the discharge flow,
while being underestimated in other regions of the flow. For the investigated RANS-Reynolds
stress setup, the full Reynolds stress model called Wilcox-stress-ω was used. The increase of
computational effort with respect to the standard RANS setup is mild. However, the results
do not significantly improve. In fact, some flow features not seen in the RANS setup (e.g. hub
separation) are present but strongly exaggerated, effectively yielding larger deviations from the
experimental data. The third numerical setup, that was investigated in this work used a DDES
non-zonal approach based on the the k-ω-SST eddy viscosity model. The computational effort
increases significantly for this setup, since opposed to the RANS setups, this is an unsteady
simulation with relatively small time steps. However, the results match the experimental data
well. To further understand and validate the resolution of the turbulence in the DDES setup,
time resolved experimental data (e.g. hot-wire measurements) are required. Additionally, a
comparison to a fully resolved LES could help to further understand and evaluate the impact of
the size the turbulent spectrum and to derive more general statements regarding the required
temporal and spatial resolution of a RANS-LES hybrid setup such as DDES.
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